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About This Guide

| Purpose

This guide is one in a series designed to instruct and guide the system administrator
in the use of the Unisys Operating System/3 (0S/3). This guide specifically describes
the use and control of the spooling system.

Scope
This guide:
* Presents basic spooling concepts

*  Describes input and output spooling functions, including remote spooling
capabilities and general spooling controls

¢ Explains how you initialize or recover the spool file
*  Describes how you produce a job accounting report

*  Summarizes the OS/3 spooling capabilities and controls

Audience

The primary audience for this guide is the system administrator with a basic
knowledge of data processing, but with little spooling experience, and the programmer
and operator whose experience is on nonspooling systems.

Prerequisites

Anyone using this guide should be familiar with the Unisys Operating System/3
(0S/3). '
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About This Guide

How to Use This Guide

As you read through the guide, you'll notice our description of each spooling facility
includes its associated job control statement and console or workstation command.
These basic statements and commands are summarized in Table 9-1 to provide you
with a quick reference to the various ways you control spooling within your system.
You can easily locate the specific format and parameters for each console command in
the "Operator’s Spooling Reference” (Appendix C). It’s intended that you remove this
appendix from this manual and insert it in your operations handbook so that it is
handy for your operator.

Appendix D, "Spooling Summary", provides you with a summary that may be used in
a similar manner to locate specific information for all spooling control options. This
summary includes the spooling console command formats and parameters in brief
reference form, as well as similar spooling information for your system generation
options, job control statements, and workstation commands.

Organization

vi

This guide consists of nine sections and four appendixes:
Section 1. Basic Spooling and Job Accounting Concepts

This section introduces you to spooling and job accounting and points out the -
advantages of using it.

Section 2. Spooling Elements

This section describes the four basic elements of spooling; the input reader, the
spooler, the spool file, and the output writer.

Section 3. Input Spooling Functions

This section discusses the basic input functions and provides information on input
from punched cards, tape, and diskette.

Section 4. Output Spooling Functions

This section discusses the basic output functions and provides information on output
to printers, punched cards, workstation auxiliary printers, tape, disk, and diskette. It
also includes information on accumulating and tranferring logs.

Section 5. General Spooling Control

This section discusses the general console and workstation commands that are used to
display, hold, release, and delete spooled files.

UP-8975 Rev. 1
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Section 6. Remote Spooling

This section discusses spooling from remote locations.

Section 7. Spoolng Initialization and File Recovery

This section discusses how you initialize or recover the spool file.
Section 8. Producing Job Accounting Reports

This section describes how you produce a job accounting report.

Section 9. Establishing and Controlling Your Spooling and Job Accounting
System

This section summarizes the 0S/3 capabilities and controls.

Appendix A. Format of Output Writer Tape

This appendix describes the record formats of the output writer tape.
Appendix B. Format of Qutput Writer Disk and Format Label Diskette

This appendix describes the record formats of the output writer disk and format label
diskette.

Appendix C. Operator’s Spooling Reference

This appendix provides the operator with a quick reference that shows the specific
format and parameters for each console command.

Appendix D. Spooling Summary

This appendix provides you with a spooling summary that may be used in a manner
similar to Appendix C, "Operator’s Spooling Reference”, to locate specific information
for all spooling control options. It includes the format and parameters for each console
command in brief reference form, as well as similar information for your system
generation options, job control statements, and workstation commands.

Notation Conventions

The following notation conventions are used in this guide:

¢ If a command or parameter is underscored, it means that only the underscored
portion has to be keyed in. When a command or parameter is not underscored,
you must enter the entire command or parameter. In the following example, BE
of the BEGIN command is underscored. You must enter at least BE for the
command to work, but you can enter BEG, BEGI, or BEGIN.
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EGIN

BE is minimum keyin required to sucessfully use the BEGIN command.
e  Parameters printéd in lowercase letters designate undefined variables.
,DDPID=host-id
Here host-id is the DDP host file identification.
*  Optional parameters are enclosed in brackets.
[,COPIES=nnn]

*  Alternate choices for a parameter are enclosed in braces.

,DEV=[770
776
789

*  Default values are values automatically generated by the system when you do not
specify a value for a parameter. Default values are shown shaded in each
command format.

pispLay AcT|, (&K% ) |c.modifier-1,...,modifier-n1
DDPPR
DDPPU
{ PRINT 2
PUNCH

RBPPR

 RBPPU |

Related Product Information

viii

The following Unisys documents may be useful in understanding and using spooling
and job accounting.

Note:  Throughout this guide, when we refer you to another manual, use the version
that applies to the software level at your site. :

Operations Guide (UP-8859)

This guide describes the commands and operating procedure for the
console/workstation operator.
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About This Guide

Independent Sort/Merge Programming Guide (UP-8819)
This guide describes the independent routine used to sort records and merge files.

Integrated Communications Access Method (ICAM) Utilities Programming
Guide (UP-9748)

This guide describes the set of utilities provided by ICAM, including the facility to
submit jobs from a remote terminal.

Distributed Data Processing Programming Guide (UP-8811)

This guide describes Distributed Data Processing, its ICAM networks, and the
commands and procedures for using it.

General Editor (EDT) Operating Guide (UP-9976)

This guide describes the functions and use of the general editor and its command
language.

Interactive Services Operating Guide (UP-9972)

This guide describes the interactive services commands.

UP-9975 Rev. 1 ix
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Section 1
Basic Spooling and
Job Accounting Concepts

1.1. Introduction

Spooling and job accounting is a software component of Unisys Operating System/3
(0S/3) that greatly enhances a system’s performance and your ability to account for its
use. With spooling, input and output data is handled more efficiently, increasing job
throughput. Additionally, spooling maintains a log file for each job processed in the
system. This log file is then available for processing by either user job accounting
programs or those supplied by Unisys. We will discuss how these logs are accumulated
and used to produce job accounting reports later on in this manual. First, let’s take a
close look at spooling, the elements that make up the spooling system, and how they
work for you.

1.2. What Is Spooling?

Spooling (simultaneous peripheral operations online) is a technique for increasing job
throughput by using a disk to simulate other devices for faster processing. Normally,
the central processor is able to handle several programs under execution in main
storage at a very high speed. Without spooling, however, certain conditions exist that
either prohibit a program from executing or inhibit the processor’s throughput
efficiency during an executing program’s data transfers. First, for a program to begin
execution, all of the devices it requires must be available and dedicated to that
program. Second, once the devices are dedicated and program execution begins, low-
speed /O devices effectively “tie up” the processor whenever a program sends or
receives data. These relatively low-speed I/O devices are any diskette drive, tape
drive, printer, card reader, and card punch configured in your system.

Spooling overcomes these conditions by:

1. Simulating any number of /O devices required by a program

2. Compensating for the differences between operating speeds of the central
processor and these devices by using a spool file (named SYSPOOL) on disk to
hold input and output data. Because disk drives are high-speed I/O devices, the
disk data transfer speed most closely matches the speed of the processor.

The central processor, through spooling, accesses this disk spool file at high speed to

receive, or read, input and to send, or write, output for a program. The low-speed
devices interface with the spool file independently from the program.
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The processor does not have to wait for an input device, such as a card reader, to input
the data required by the program. The input data, previously read in from the input
device, is available from the high-speed disk spool file. Likewise, the processor does
not have to wait until an output device, such as a printer, is available to print the
program’s output. The output data is written at high speed directly to the spool file,
where it is held until the output device is available. In this manner, the spool file is
used to buffer input and output operations between the high-speed central processor
and the relatively low-speed I/O devices. The program is not device dependent, nor is
it forced to execute at low speed using those devices.

1.3. Why Use Spooling?

To further see the benefits of spooling, look at the inefficient nonspooling system
shown in Figure 1-1.
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SYSRUN

MAIN
STORAGE

Figure 1-1. System Operation without Spooling

In Figure 1-1, there are three jobs (job A, job B, and job C) to be processed; however,
only job A can begin execution using the single system printer. Job B and job C wait in
the system run library file (§Y$RUN) because they also require output printing and
the printer is dedicated to job A for its entire run (until it terminates).

Because job A hasn't started to produce its output, the printer is idle and, therefore,
nonproductive. Even after its output is created, job A remains in main storage until its
last output record is written over to the printer at the printer speed - not disk speed.
Once job A terminates, main storage space and the printer are freed; job B can begin
execution while job C continues to wait.
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Now look at the same system operation when spooling is configured (Figure 1-2).

MAIN
STORAGE

SPOOL
FILE

Figure 1-2. System Operation with Spooling

In Figure 1-2, all three jobs are permitted to execute and produce output for the
printer - even though there is only one printer.

Why?

Because spooling intercepts each job’s printer output and stores it in the spool file.
The jobs write their output at high speed to the disk spool file, so each job terminates
sooner to set main storage free. See how job A has terminated after writing its last
output record? As far as job processing is concerned, job A has actually printed its
output. Spooling simulates the printer and stores the output, in printer format, at a
representational, or virtual, printer address in the spool file. Thus spooling creates a
virtual device for every physical, or real, device required by each job to be processed.
No job waits for a device.
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As soon as a job terminates and the printer is available, spooling puts the printer to
use. You see in Figure 1-2 that spooling has started to write job A’s output to the
printer (at the printer’s low speed). At the same time, the output from the other jobs
quickly accumulates in the spool file and, just as soon as the printer finishes with job
A, spooling begins to write the job B output - provided that job B has terminated.
Processing continues on through job C’s output, continuously using the printer and
making main storage space available as soon as possible.

This example of processing job output presents simplified and automatic spooling in a
system. It also illustrates these three basic purposes of spooling:

1. Maximizing CPU time and main storage use

Your programs use space and time while reading from and writing to low-speed
devices. With spooling, the programs read and write at high speed by using the
disk spool file; then they terminate. This saves central processor time and frees
main storage space. Spooling takes care of accumulating the low-speed input in
the spool file, and of writing accumulated output to a low-speed device.

2. Maximizing the scheduling and running of jobs

With spooling, several jobs that are running concurrently can create output for
one device, because the output is stored on the disk and later written to the
device. Thus, you can run more jobs that require these devices than the actual
number of devices you have in your system.

3. Maximizing the use of I/O devices

Your I/O devices are idled by steps in a job’s execution that do not use a device.
With spooling, the I/O devices work continuously because data is read and
written on a continuous basis independent of a single program’s execution.

1.4. Whatls Job Accounting?

As part of the spooling operation, job accounting information is generated for each job
run on your system. This information can be useful for billing purposes and provides
an overview of system usage. Some of the information given to you is the amount of
main storage allocated and the devices used by each job, the job date and elapsed
time, and the clock time. More information on job accounting is presented in Section 8.
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Section 2
Spooling Elements

2.1. Basic Elements of Spooling

For you to understand spooling concepts, you'll need to know the basic spooling
elements and their functions, the relationship between these elements, and the way
you establish spooling in your system.

The spooling system comprises these four basic elements:

1.

The input reader

Reads input to be spooled from a card reader, tape drive, or data set label
diskette

The spooler

Provides the interface between all /O operations and the spool file
The spool file

Stores all spooled input and output

The output writer

Writes spooled output to a printer, card punch, or data set label diskette; and
writes print or punch output to a tape, disk, or format label diskette for
temporary storage (redirected output).

Figure 2-1 shows you a simplified relationship between these elements during
spooling.
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Figure 2-1. Basic Spooling Element Relationships

Instead of reading input from punched cards or a diskette directly to a program in
main storage, the input is spooled into the spool file before the program that requires
it executes. First, the input reader reads the tape, punched cards, or diskette input
data to be spooled. Then, the spooler takes over to write the input into the spool file,
where it is held until the program begins execution and requests it. Whenever the
program calls for input data, the spooler transfers the input from the spool file to the
program.

When the program generates output designated for an output device, the spooler
intercepts the output and writes it to the spool file. Once the designated output device
is available, the output writer calls on the spooler to obtain the output data from the
spool file. The output data is then passed to the output writer to be processed to the
device designated by the program.

Figure 2-1 shows that input data may be spooled from a card reader, tape drive, or
diskette, and output data may be spooled to a printer, card punch, or diskette. Or,
print or punch output may be redirected to a tape, disk, or diskette for temporary
storage. This option to redirect and temporarily store output can be used to make
space available in the spool file, for example, or to print the nonessential output “after
hours”, thus allowing more urgent jobs to use the printer during prime time. Later,
when you want to print or punch this redirected output, the output writer handles the
operation without having to use the spool file.

The following paragraphs discuss the basic spooling elements in further detail.
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‘ 2.1.1. The Input Reader

The input reader reads records and passes them to the spooler, which in turn writes
the input data to the spool file. An input reader works with only one tape drive, card
reader, or data set label diskette at a time. However, any number of input readers -
one input reader for each tape drive, card reader, and diskette drive in your system -
can be functioning concurrently. Thus, multiple read operations from different devices
are performed concurrently in a spooling environment. Figure 2-2 illustrates how two
input data files are read.

INELUIT
B

MAIN STORAGE

INPUT A

// DATA

‘ INPUT A

INPUT
READER

SPOOLER

INPUT
READER

INPUT B

Figure 2-2. Reading Input from Cards and Diskette
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The input reader is activated, or loaded, into the system by the IN console command
entered by your operator. Input files from different devices are processed concurrently
by the input readers that are loaded and assigned, one to each device. Any number of
tape, punched card, or diskette files may be stored in the spool file at one time,
however. This means that while the number of input readers functioning depends on
the number of real input devices configured, the number of input files read from a
device and stored in the spool file is unlimited. By creating virtual device files to
represent the real device originally used for the input, spooling simulates whatever
number of devices your executing programs require.

The input data is identified in one of two ways, depending on whether it is on punched
cards or diskette (Figure 2-2):

1. A punched card or tape input file is identified by a // DATA job control statement
that precedes the first data record.

2. A diskette input file is identified by its data set label, which your operator
includes in the IN command. The / DATA and / FIN job control statements are
not used to identify diskette input files.

These input identifiers are used later by the spooler to find the virtual input file in the
spool file when the program calls for its tape, punched card, or diskette input.

In Figure 2-2, the input reader, loaded via the operator IN command, reads the input
A data file. As input A is being processed, the operator enters the IN command with a
data set label to load another input reader for the diskette input. This second input
reader reads the input B data file. Record by record, the input data files A and B are
processed by their respective input reader and stored in the spool file by the spooler.

2.1.2. The Spooler and the Spool File (SYSPOOL)

We have said that the spooler writes input to the spool file; however, this is only one of
the spooler functions. The spooler is the hub of the spooling system. It is the exclusive
interface with the spool file, and the spool file contains all the input data needed and
output data generated by your programs. The spooler is the only spooling element that

always resides in main storage; the input reader and output writer are resident only
when active to conserve space.

All input and output goes through the spooler. The spooler intercepts all I/O program
requests to selected devices, then accesses the spool file for the input or output
requested. The spooler locates input or output data by using a pointer to the virtual

device file. Figure 2-3 shows how the spooler accesses the spool file during program
execution.
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In addition to handling all input to and output from the spool file, the spooler takes
care of all error handling, page spacing, and synchronization of the data files. Also, the
spooler handles any number of input or output files, including multiple data files per
job. The spooler uses spooling control space and buffers reserved in main storage as it
reads and writes input/output data, performs various duties associated with the data,
and collects records pertaining to the data. Although the spooler is always resident,
the spooling control space and buffers are reserved only as needed.

MAIN STORAGE

INPUT A

INPUT A
ARTUAL CARD

Rt ADER FILES

PROGRAM
A

OUTPUT A GUTPUT A

VIRTUAD PRINTER
it

SPOOLER

NPT B
VIRTUAD DISKETTE
R

PROGRAM
B

OUTPUT B

Figure 2-3. Spool File input and Output during Program Execution

We've already shown (Figure 2-2) that the input A and input B data files currently
reside in the spool file after being processed by the input reader and the spooler. In
Figure 2-3, program A begins execution and requests input A from the card reader.
The spooler intercepts the request, locates the input A virtual card file, and supplies
the input A records from the spool file to program A as it requires them. When
program B begins to execute, the spooler intercepts program B’s request for input B on
diskette and obtains the input B records from the input B virtual diskette file.

All I/O request intercepts and data record transfers are handled in this manner so
that no program is waiting.

Although there is only one real printer, both programs are allowed to generate printer
output (output A and output B), because the spooler writes it to virtual printer files.
(As far as the programs are concerned, they process input from and output to the real
device.) Because the spool file and the whole spooling operation are transparent to job
processing, your jobs do not require special job control or record reformatting.
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2.1.3. The Output Writer
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Your program’s output resides in a virtual device file in the spool file until the real
output device specified by the program is available. When that device is free, the
spooler reads the output data and the output writer writes it to the output device, or,
if requested, to the redirected output device. Although you have many ways of
controlling the output writer and of tailoring your output, the output writer functions
automatically. It does not require an operator command to load it. Figure 2-4
illustrates how output data is processed directly, or is redirected, to an output device.

A SINE BN
prliAr PRINTER
[N

MAIN STORAGE

OUTPUT B

OUTPUT
WRITER
r

SPOOLER

OuUTPUT
WRITER

QUTPUT B
REDIRECTED

Figure 2-4. Writing Direct and Redirected Output

Like the input reader, a given output writer handles only one device at a time, but
there can be an active output writer for every output device in your system. Also, like
input files, any number of output files may be stored in the spool file at one time. The
output writer writes output directly to a printer, card punch, or a diskette drive, as
well as redirecting output to a tape, disk, or diskette drive. When you write output
data directly from the spool file to a diskette, it may be used as input to the input
reader or your user program. Qutput data is formatted in data set label mode on the
diskette when you process it directly for this purpose.
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Note:  Diskettes, readers, and punches are not supported for System 80 model 7E.

You redirect output data to a diskette so that it may be later printed or punched
without having to be read into the spool file first. Because the data redirected to a
diskette is formatted in format label mode, it may not be used as input to the input
reader. Therefore, only the output writer processes redirected data when it is
reintroduced, and only for the purpose of printing or punching it. We’ll discuss writing
output data to a diskette in further detail in Section 4.

QOutput writer tape files can be reintroduced in a different way to restore them to the
system spool file on disk. Although the IN command is used to do this, the data is not
actually read by the input reader. This procedure merely uses the input reader as a
door through which to restore oputput files to the spooler.

As previously stated in our discussion, your output data files currently reside in the
spool file, waiting to be printed (see Figure 2-4). When the printer becomes available,
the spooler reads the output A data file records and the ocutput writer writes these
records directly to the printer.

Although output B is designated for the printer also, the operator requests that it be
redirected to tape, because the tape drive is available and the output B printer listing
isn’t needed right away. Therefore, the spooler obtains output B from its virtual
printer file in the spool file, and the output writer writes it to the available tape
device. Note that if output B wasn’t redirected to tape, it would still be occupying
space in the spool file while waiting for the printer to finish printing output A. Later
on, when the printer is free, the operator enters a command to print the redirected
output B.

To further illustrate how the spooling elements are used, let’s take a look at how
spooling is established in your system and how a job might then be run using spooling.

2.2. Establishing Your Spooling Environment

Spooling is established in your system at one of four levels:

1. Output data is spooled and spooling is to local devices.

2. Input and output data is spooled and spooling is to local devices.

3. Input and output data is spooled and spooling is to local and remote batch devices
(remote batch processing is included). This level may be further tailored so that
spooling is restricted to output only.

4. Input and output data is spooled and spooling includes distributed data
processing (automatically includes remote batch spooling). This level may be

further tailored so that spooling is restricted to output only.

Once you decide which spooling level best suits your needs, you tailor and install
spooling in your operating system during system generation (SYSGEN) time.
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2.2.1. Spooling Simplified

Most of the spooling parameters are entered so that their most popular or usable
option is automatically used during spooling operations. An option automatically used
for a parameter is called a default. For some parameters, you decide on the particular
default you want to use. Once you generate your system, the spooling environment is
established and all of your jobs run with spooling, automatically using the parameter
defaults, and without programmer or operator control. This is not to say that once
spooling is generated into your system, its options cannot be changed or controlled,
however. Spooling is very flexible, as we’ve said. Job control statements and console
and workstation commands may be used to select different parameter options from
some default options entered during SYSGEN; thus, those spooling functions can be
controlled. We'll talk about these options later in Section 9, where all of the ways to
control spooling are described.

Let’s examine how one of your jobs would run if you:
* generate your system with an output spooling level for local devices; and

¢ use all of the SYSGEN parameters with their automatic default options.

Before Your Job Is Run

When your operator performs the initialization procedures to load and bring up the
system, the SYSGEN parameter default options are included. Some of the spooling
options establish the space requirements necessary for the spooling system to operate.
Space for your spool file is reserved on your SYSRES disk volume. In addition, the
amount of space initially required for each of your output files is established, to be
assigned to each file when it opens. If a particular output file requires more, the space
allotment automatically increases for that file. The spooling system also requires main
storage control and buffer space; however, for efficiency, this space is reserved only as
required by the input reader, output writer, or the spooler.

OUTPUT
FILE
SPACE

All internal cross-references necessary for spooling to operate are established for each
spooling element. These cross-references, or pointers, along with the reserved space,
enable the spooling system to process each program’s output file or files in your job.
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After Your Job Run Begins

As soon as you start to run your job, main storage space is reserved for the job. The
spooler uses this space to hold, or buffer, data and to control spooling operations. As
the job’s program, or job step, creates output data records, they are temporarily stored
in the buffer space until the spooler writes them to the spool file. Figure 2-5 shows the
use of main storage to write to the spool file.

Figure 2-5. Using Main Storage Space to Write to the Spool File
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Informational log records pertaining to the job are collected in the spool file and ‘
printed when the job terminates. These log records contain the job control used and

the outgoing messages displayed on the console or workstation screen during job

execution,

SYSRES

SPOOL
FILE

MESSAGES

LOG
RECORD

JoB
// JoB CONTROL

/&

So far, we have described how space is reserved for the spool file on your SYSRES disk
and in main storage for the spooler to process the output data from your job step
(program). As the job generates output files, these files take up some of this space at
different times during program execution with spooling. Your jobs produce output files
with spacing characters, or blanks, to assure that the output is properly spaced and
aligned for readability. Since these blanks are needed only when printing or punching
the output, it would be inefficient to allow them to take up reserved space in the spool
file or main storage while the output file waits to be processed. The spooler eliminates
wasted space by deleting groups of blanks in each output record as it is generated. The
spooler recreates these blanks before the record is written to the printer or punch.
Figure 2-6 shows how these blanks are removed and replaced in output records.
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EMPLOYEE NAME NUMBER  TELEPHONE EXT. \ MAIN STORAGE
OUTPUT-A
| RECORDS
ROBBINS, SUSAN R. 100698 231 (WITH
BLANKS)
STEWART, ADAM P. 101234 2682
TOLIN, BARRY K. 098656 2556 /
¢ MAIN STORAGE
OUTPUT-A
EMPLOYEE NAMENUMBERTELEPHONE EXT.ROBBINS, SUSAN R.100698 | RECORDS
2311STEWART, ADAM P.1012342682TOLIN, BARRY K.0986562556 (BLANKS
REMOVED)
OUTPUT-A
RECORDS SPOOL
(WITHOUT FILE
BLANKS)
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Figure 2-6. Removing and Replacing Blanks in Output Records
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If the job output is to be printed or punched onto a special form (for example, print a
company check), your operator can check for proper alignment by printing the first
page of the form as a sample. For security reasons, the sample contains Z’s and 9’s
rather than actual alphabetic and numeric characters.

After test printing, a misaligned check form might look like this:

SORTNO. 001179 %-'LJ
A.J. Baker Supply Co. CHECK DATE CHECK NO,
7085 JOHNS LANE ANYPLACE, U.S.A, 98765 JFITT7 TTITT
YOUR BANK AMOUNT 233332333 —I
2727772772721272272777727272
12222222277777722227772
22221222277272772727
PAY
TO
THE
ORDER
OF NOT NEGOTIABLE
Standard forms (STAND1) are relatively easy to align without a test page. For
operator convenience, the test page request message is displayed only for nonstandard
forms. No test page is generated for standard forms.

As a job generates output data, spooling processes each data record to the spool file,
and subsequently to the intended output device, in the order the job step (program)
creates them. Since more than one job is usually being run, the spooler processes other
job output records as they are created. The job that terminates first consequently has
all of its output data residing in the spool file first - available to be written out to a
device.

Thus, the order in which a job terminates determines the order in which its output
data is written to an output device. Figure 2-7 illustrates this concept of writing
output, where all three jobs require the same output device.
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SEOOL BILE
ON SYSRES

REC

REC

REC| )

Figure 2-7. Writing Output on a First-Terminated, First-Out Basis

OouTPUT
DEVICE

Note that job A is still active and generating output records. The first record created
resides in the job A space in the spool file; however, the last output record has not yet

Job B is also active and generating output records. And, like job A, the first record
created by job B resides in the spool file and output records continue to be added into

the job B space. Job B creates its last output record, however, and is about to

JOB A
{ACTIVE)
Rec| | rRec Rec|l rRec||REC
JOB B
(ABOUT TO
TERMINATE)
REIC Rec|] rec||ReC
L ]
been created.
terminate.
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Job C produced all of its output and terminated. All job C output records reside in the
spool file space reserved for them. Since the output device is available, these records
are written to it. After job C output is processed and the device is available, the output
from job B is written.

In this manner, the contents of one job’s output data files are processed consecutively
and intact before output from another job, when both jobs require the same device.
The integrity of each job’s output is always preserved. (Note that if two or more jobs
are terminated and waiting in the spool file for the same output device to become
available, the job that was run first would be processed first by the output writer.)

Before the printing of your job’s output file, a file separator, or header, is printed.
Included in the header are the job name and the current date and time, printed in a
manner that clearly separates one job from another. The informational log records
that have been collected for the job are printed next and then are deleted from the
spool file. Once the header pages and log records are printed, the output data
produced by your job is printed. Figure 2-8 shows this output format.
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D T T T Ry T Y P T T T P T P PR Y
s .
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J92 NAME --  ASWBISPL  PROGRAK MAME -- FILE VAME -- $YSLOG
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Jarr -~ yy/mm/dd 11mg ~~ 13.36.22 DESTINATION - 0S3ICTR
e srese Py - L2 stens
- L 84 L1 Y]
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F73TE BTHRISPL, 1700170, L )
- L
PONT R L
L
L
o L
L
L
ITomLmesISeL ASCT. AT, ATSTUNID MEWCOYSLTLE5536 SYTLS (PLLS ™u7L72 +¥TE PROLOGUE) yy/mm/dd A LOG
S3n DIVITEF TYELIPENTA L q
SPL DXLCUT[ . JCE ST BSY_TGRL ALY 13321571 y RECORDS
1= o FUEM NAM™ - SYSNCL w CCPIES = T(1, PALFL - UD "L"C7, STLF =007 A
AELV_TOTOY UST L TLISTRE TYTES FLAFSEN WALL CLCOK FIMF=":31:80,501 YCYAL SYC CALLSzNO"Gu42! A
ITCEZTON LalTCH-CLICRITYZF TPU TIvwL UCED ITLeLr . TRANSIENT CALLS=NOCON)124 A
DEVICT TxT=eL 1m2ILTCNIPLT PRIIGTLRSILS 2
JSUTOTLTALS USED (7L1324% FyYTLS TOYAL FLAPTED WALL CLOCR TIMTZ7(:,13¢ TOTAL JOF S¥C CALLS:=MDNCN&21] A
WALL CLCCR T7MF OF ALL £74PS =7 : JOP TRANSIENT CALLSZNO0ODO124 4
TLTAL CFU TI%E CF ALL STFRS 27, :£7:77.4% TGTAL JOP FXCP'S  =00N3Z1S8 A J
JUE BIVLISPL TER®INATED NORVALLY 14222z L
PAGE 1 \
L. 0FJECT ZO0E 10731 ADOR2? LINE  SGURCE STATEMINT 0S/% ASM yy/mm/dd
bt 1} 7 BISSPL STARY
~500T 0528 2 BALF 4,0
a3 Py 3 USING #,.0
. LTTCS FARAM OouTPUT
: g 0t M GETOD230
O B ke 1 L GETBO240 DATA
5¢.7 2512 nunle B Te L Cowe8e80472r) GETOCWSO
s 8817 237 fLAIN 2 Ee L 1,945 GETOO490
'S K] 1S mI71% 8 9 ¢ 2egens(z) : GETOOS10
o A 1™ oc AtPARAM) GETDCSAD
a 11 oc aALZte™ GETODS8O
, 12+ cr ALlt8) GETOO630Q J

Figure 2-8. Sample Output Listing
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We have just looked at an example of automatic output spooling in your system. All of

the functions and options provided for input and output spooling are discussed in the
following sections.
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Section 3
Input Spooling Functions

3.1. Basic Input Functions

When input data is spooled, you are automatically provided several functions. You
select or tailor some of these functions during SYSGEN; others are transparent to you.
Once your system is generated, input spooling provides additional capabilities for your
operator and programmer to control how input is to be spooled. To select a function,
your operator enters the input reader command (IN) at the console and includes
parameter options. Or, your programmer includes similar parameters in the / DATA
job control statement for the same purpose.

As a function of input spooling, you are provided:

¢  Multiple input readers (one reader for each active input device)

¢  Better use of main storage space (the input reader is nonresident)

¢  Capability of retaining an input file after it is processed

*  Option to automatically call a job to process an input file as soon as it is
completely written to the spool file

e  Capability of using 80-, 51-, 66-, or 96-column punched cards as input to the input
reader

¢  (Capability of having multiple input files in your punched card deck

e  (Capability of using tape as input to the input reader

¢ Capability of having multiple input files on a single tape volume

e  Capability of using multiple diskettes for one input file

The following paragraphs describe the input spooling functions. Note that input is
handled from local and remote locations, depending on how your system is configured.

This section describes the local input spooling functions only; see Section 6 for remote
spooling capabilities.
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3.1.1. Multiple Input Readers

Multiple copies of the input reader are loaded when you read input from multiple card
reader, tape, and diskette devices - one input reader to service one device. Your
operator loads the input reader by entering the IN command.

3.1.2. Nonresident Symbiont

The input reader is a nonresident routine, or symbiont; that is, the IN operator
command loads it into main storage only when needed, rather than having it reside
there all the time.

3.1.3. Input File Retention

Normally, your input data file is deleted from the spool file after a job processes it.
Your operator and programmer have the option of retaining the processed input file,
however. A retained input file remains in the spool file, available for additional
processing, until you delete it (5.5).

When the input file is on tape or is a card deck, the programmer uses a parameter
option in the / DATA job control statement to retain the file. When the input file is on
a diskette, your operator includes a similar parameter in the IN command.

3.1.4. Automatic Job Scheduling

When input data is written to the spool file (via the IN operator command), you have
the option of automatically calling a job to process it immediately, or you can process
the input later. To process the data immediately, your programmer includes a // RUN
Jjob control statement in the job control stream for the input data on punched cards or
diskette. The / RUN statement causes the input reader to schedule the job to process
the data. This job is scheduled, however, only when the input file is successfully closed
in the spool file. Your programmer can include the statement anywhere in the card or
diskette file. To make best use of system resources, however, place the statement
immediately following the input data the job requires (for example, to avoid making
the run processor (called by / RUN) wait while your operator replaces an input data
card jammed in the card reader).

When input remains in the spool file for later processing, your operator enters the
RUN command at the appropriate time to schedule the job to process it. The RUN
command is used by your operator (at the console) or your programmer (at a
workstation) for this purpose.
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3.2. Input from Punched Cards

When input is from punched cards, both your operator and your programmer are
provided with input options. The operator provides options via the IN command and
the programmer via the // DATA job control statement. Cards punched in image mode
(that is, punched with a binary format) may not be used as spooling input.

3.2.1. Punched Cards Containing Different Column Totals

The input reader reads input from 51-, 66-, and 96-column punched cards, in addition
to 80-column punched cards. The 80-column punched card input is automatically
processed unless your operator includes the parameter option specifying 51- or 66-
column punched cards in the IN command, or your system configuration supports 96-
column punched cards.

3.2.2. Multiple Input Files in a Card Deck

Multiple input files in a card deck are read by using the / DATA job control statement
that precedes and identifies each input data file. Your programmer can include any
number of files, separated by this statement, in a card deck. The final punched card of
input data must be a / FIN job control statement.

3.3. Input from Tape

When the input is from tape, the tape must be unlabeled and unblocked and contain
no block numbers. Your tape input is limited to a single volume. Multiple tape
volumes are not permitted. The programmer provides input options via the // DATA
job control statement.

3.3.1. Multiple Input Files on Tape

Multiple input files on tape are read by using the / DATA job control statement that
precedes and identifies each input data file. Your programmer can include any
number of files, separated by this statement, on a tape volume.

3.3.2. Reintroduced Spool Files

Output writer tape files can be reintroduced in a different way to restore them to the
system spool file on disk. Although the IN command is used to do this, the data is not
actually read by the input reader. This procedure merely uses the input reader as a
door through which to restore output files to the spooler. Input spooling does not have
to be generated in order to use this capability.
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3.4. Input from Diskette

34
Update B

When input is from a diskette, the IN operator command contains the input options.
The input reader permits your input file to be multivolume, that is, residing on more
than one diskette. When a file is multivolume, the input reader creates an input file in
the spool file for each diskette volume and links the files together by their data set
label, volume serial number, and record size. The operator’s parameter option to
retain a diskette input file after your job processes it may not be used with
multivolume spooled input.
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Section 4
Output Spooling Functions

4.1. Basic Output Functions

The output writer automatically provides you with many functions when you spool
your output data. It is loaded automatically whenever the specified device is available
for the output data residing in the spool file. However, your operator can manually
load the output writer, via a console command, and can control output processing as
well. You select some functions or choose a function option at SYSGEN; others are
transparent to you. Once your system is generated, output spooling provides
additional capabilities to control output processing and the use of system resources.

To select or tailor a function or to override an output spooling option included at
SYSGEN, your operator enters spooling commands and messages at the console and
includes parameter options. The operator can control the speoling environment
throughout your system (via SET SPL commands), control selected groups of spooled
output files (via the HOLD and BEGIN commands, for example), and control the
particular processing requirement for a specific spooled file (via the RP, PR, PU, and
PD output writer commands). Your programmer has similar capabilities to control a
specific job’s files through the use of job control statements. Or, the programmer uses
the spooling commands available to a workstation user to control file processing for
jobs associated with the programmer’s identification. Your programmer can also
control the particular processing environment for a specific spooled file from a
workstation (via the RP, PR, and PU output writer commands).

As a function of output spooling, you are provided:

¢ Multiple output writers (one writer for each active output device)

Better use of main storage space, because the output writer is nonresident
¢ Capability of retaining an output file after it is processed to a device

Capability of selecting how files are processed via the output writer mode of
operation (burst or nonburst)

Option to write an incomplete printer or punch file by temporarily interrupting
the job creating it (breakpoint)

¢ Capability of holding files from output writer processing

¢ Option to print informational header lines to separate files
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*  Option to print all or selected parts of the job log

¢ Capability of testing forms alignment on a printer

¢ Capability of printing the console logs

e  (Capability of printing the workstation logs

e Option to produce up to 255 copies of an output file

¢ Capability of directing output to another similar device

e  Capability of writing data set label diskette output files to use as input later

*  Capability for redirecting printer or punch output to a tape, disk, or format label
diskette

¢ (Capability of accumulating and transferring job logs, workstation logs, and
console logs for future processing

®  Capability of printing output on a workstation auxiliary printer that is locally or
remotely connected to your system

®  Capability of printing output continuously or one page at a time to local
workstations equipped with an 0791 correspondence quality printer (CQP) and
the cut sheet feeder

Spooled output data is written to local and remote locations, depending on how your
system is configured. This section describes local output spooling functions only; see
Section 6 for remote batch processing and distributed data processing spooling
capabilities.

4.1.1. Multiple Output Writers

Multiple copies of the output writer may be operating together - one output writer to
service one device. Multiple output writers are loaded automatically, or are manually
loaded by the operator via the output writer command (RP/PR/PU/PD). They can also
be loaded manually by your programmer from a workstation via the output writer
command (RP/PR/PU).

4.1.2. Nonresident Symbiont

42

The output writer is a nonresident symbiont (routine); that is, it is loaded into main
storage only when needed, rather than having it reside there all the time. The output
writer is loaded automatically, or your operator can load it manually with the
RP/PR/PU/PD command entry at the console. Your programmer also can load it
manually from a workstation with the RP/PR/PU command.
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‘ 4.1.3. Output File Retention

Normally, your output data file is deleted from the spool file after the output writer
writes it to a device. Your operator and programmer have the option of retaining the
written output file, however. When you retain the file, first it is processed and then it
is placed in a “hold” state (that is, retained and unavailable for further output writer
processing). Once the file is in this state, you can either release it for further
processing (5.4) or delete it from the spool file (5.5). This contrasts with retained input
files, which are available for further processing without being released; they are not in
a hold state.

Your programmer uses a parameter option in the / SPOOL jproc to retain the output
file in the spool file, or your operator includes a similar parameter option with the
RP/PR/PU/PD command entry at the console. Your programmer can also include a
similar parameter with the RP/PR/PU command from a workstation to retain the file.

4.1.4. Nonburst and Burst Mode Operation

So far, we have discussed output spooling functions that are very similar to those for
input spooling. Output spooling, however, provides many additional capabilities to
select and direct how your output is processed and written, and how your system
resources are used. The output writer’s mode of operation is one of the most important
of these functions. The output writer operates in either nonburst or burst mode as it
writes output files to a device. These files are available for processing under different

‘ conditions or at different times, depending on which mode is in effect. At SYSGEN,
you initially establish the mode of operation, which is normally set to nonburst. Your
operator changes the mode to burst whenever necessary and reestablishes nonburst
mode when appropriate. The following paragraphs describe nonburst mode and burst
mode operation and the advantages of each.

The Output Writer in Nonburst Mode

Nonburst meode specifies that the output writer cannot write an output data file to a
device until after the job that created the file has terminated and the job’s header and
log are written. All of a job’s output files are processed in the order in which they were
created and as a continuous entity. Also, all like output from a job is produced on one
device (for example, all of a job’s printer files are printed on the same printer).

We looked at SYSGEN-established nonburst mode processing in Figure 2-7, which
shows that output from the first terminated job is written from the spool file first,
then the second terminated job’s output is written, and so on. You establish nonburst
mode for the entire spooling system at SYSGEN, or your operator reassigns nonburst
by entering the SET SPL command with the nonburst parameter at the console.
Although nonburst mode processing ensures the integrity of each job’s output, it does
not allow you to use parameter options to tailor the output, per se. Your operator does
have the option, however, of entering the output writer command (RP/PR/PU/PD) with
the nonburst parameter to manually load or direct an output writer to nonburst
operation for a particular device.
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Your programmer also has the same option via the RP/PR/PU command from a ‘
workstation. This causes the output writer currently writing a job’s print files in burst

mode to complete the file in progress, then process any remaining print files in

nonburst mode when the job terminates. Another output writer processing data to a

different device in either mode is not affected.

Figure 4-1 shows how the output from a terminated job is written to an output device
in nonburst mode. Note that the job contains two job steps, and that the second job
step created two output files. The job step’s data files are written to the spool file,
where they wait to be placed into the spooling queue when their job step completes.
The output writer is permitted to write only files that are in the queue (queued files),
and the completion of their job step is what queues the files. In addition, the output
writer must wait until the job terminates before processing the files in nonburst mode.
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Figure 4-1. Writing Output Data in Nonburst Mode
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The Output Writer in Burst Mode

Burst mode operation specifies that output files are available for processing before
their jobs have terminated. You use burst mode, for example, to obtain a particular
output file in the quickest way possible or to make space in the spool file available for
other files. The output writer writes an output data file to a device as soon as the job
step that created the file is completed and the file is queued, but before the job has
terminated.

Burst mode (without tailoring parameters) directs that all queued output files from
completed job steps are written out on a first-in, first-out basis, regardless of what job
created them. This contrasts with nonburst mode, which directs that queued output
files are written according to their job’s termination order (first-terminated, first-out)
and further, in the order in which their job created them. You include parameter
options at SYSGEN, and your operator includes them in a console entry, to tailor how
you want the output data in the spool file to be processed. Spooling enables you to
determine whether nonburst or burst mode is currently established in your system.
Your operator uses the DISPLAY spooling command to display the current mode on
the console screen and, if burst mode, the tailoring parameter established with it.

When using burst mode, you usually establish the mode for your entire spooling
system. Under these conditions, all output writers are loaded automatically with the
completion of any job step, to process the completed (closed) queued files created by
the step. A header is written first, followed by the output data file. When the output
writer processes more than one data file, it writes a header before each file to separate .
and identify them. When a completed job step creates two (or more) data files
designated for the same type of output device, the first file is written, followed by a
header and the second file. However, when you have more than one of that device type
available, your operator can load another output writer to process the second file to
the second device. In this case, both files are written simultaneously to their
respective device. The log is written separately, with a header, when its job
terminates, regardless of whether the output files for the job are all written or in what
order.

Figure 4-2 shows how the output from an active job is processed to an output device
when the entire spooling system is set to burst mode. The figure also shows you how
the remaining output is written after the second job step is completed, its output is
queued, and the job is terminated.
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Figure 4-2. Writing Output Data in Burst Mode
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Your operator enters the SET SPL command with the burst parameter to establish
burst mode operation for the entire system. All output writers to be loaded
automatically in the future operate in burst mode. Previously loaded output writers,
however, continue to function in the mode established for them, until their assigned
tasks are completed. One tailoring parameter option may be included with the SET
SPL command to direct output file processing. In this manner, for example, your
operator can specify that only those output records created by a particular job, or with
the same file name, or designated for the same device type are to be processed.

Your operator enters the output writer command (RP/PR/PU/PD) with the burst
parameter to load or direct an output writer in burst mode to satisfy a particular
processing requirement. Your programmer can perform this same function by entering
the command (RP/PR/PU) from the workstation. For example, an output writer can be
loaded to begin writing output designated for a specified device type. Or, an output
writer currently operating in nonburst mode can be directed to change to burst mode.
Other output writers currently loaded or to be loaded in the future are not affected.
When an output writer is manually loaded or directed to burst mode, the operator may
include up to three parameter options to tailor the output.

Using Nonburst and Burst Modes

As we look at Figures 4-1 and 4-2, some advantages of operating in nonburst and
burst modes can be seen. When you want all of a job’s output data files processed
consecutively as an entity, you use nonburst mode. Burst mode operation, however,
permits you to write queued output data files from any completed job step to the
output device, without waiting for the job to terminate. The flexibility these two
operating modes provides is further enhanced when special processing conditions
occur.

Under certain conditions, a warning message is displayed at the console indicating
that the spool file space is nearly depleted. This may occur, for example, if you are
running a very large printing job and, as the records are created and stored in the
spool file, the output writer in nonburst mode cannot begin because the job isn’t
terminated. Your operator can make some of the spool file space available by loading
an output writer in burst mode to process printer files; however, you must have
queued printer files in the spool file, and they should be fairly large files to effectively
make space available. Spooling provides a method, called breakpointing, of making
printer or punch files available for processing whether or not they are complete.

Breakpointing Printer and Punch Files

So far, we know that when a job terminates, the files created by the job step are
closed. Records residing in the spooling buffer space that pertain to the closed files are
written by the spooler to the appropriate file in the spool file. The job step’s files are
then placed in queue and are available for processing.
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Breakpointing allows you to queue an incomplete job step’s printer or punch files in
the spool file, thereby making them available to be written in burst mode. (Files
created for a diskette may not be breakpointed.) The breakpoint temporarily stops the
job step from creating records for those files. The buffer records are closed and written
to the spool file; then the breakpointed files are placed in the spooling queue.

You can breakpoint files either immediately or at the end of a printer page. When you
breakpoint immediately, any records in the spooling buffer space that pertain to the
breakpointed files are immediately written to the spool file. When you breakpoint at
the end of a page, the job step is permitted to create additional records until there are
enough in the buffer space to fill a printer page, at which point they are placed in the
spool file.

Figure 4-3 shows you the file status of a large printer job at the time a breakpoint is
entered.

YOURJOB A
JOB STEP 1 PREVIOUSLY WRITTEN BY

OUTPRNTR1A |=== OUTPUT WRITER IN BURST
JOB STEP 2 MODE
OUTPRNTR2A p— CLOSED: NOT QUEUED
OUTPRNTR28B OPEN: NOT QUEUED

SPOOL FILE

BREAKPOINT
issued immediately
for YOURJOB A
printer files

V¥

MAIN STORAGE

SPOOLER

YOURJOB A
JOB STEP 1

OUTPUT
WRITER

PREVIOUSLY SPOOLING CONTROL

CLOSED OUTPRNTR1A AND BUFFERS

JOB STEP 2 SET TO
CLOSED OUTPRNTR2A OUTPRNTR2A RECORDS NONBURST
OPEN OUTPRNTR2B OUTPRNTR2B RECORDS MODE

Figure 4-3. File Status at Time of Breakpoint
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Before a breakpoint is issued, none of the job step 2 files in the figure may be
processed because the output writer operation is set to nonburst mode. Your operator
manually loads an output writer in burst mode to write the closed and queued printer
file from the completed job step 1. However, let’s assume in this example that your
spool file space is nearly depleted and the job step 1 file is small and does not release
sufficient space for the remainder of the job run. Consequently, your operator issues
an immediate breakpoint against the job’s printer files. As the breakpoint suspends
the creation of records for the printer files, printer records in the buffer are written
immediately to their respective printer file in the spool file, which is then queued

(Figure 4-4).
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written to spool file)

Figure 4-4. Using Breakpoint to Queue Files from an Incomplete Job Step

Once the printer files specified by the breakpoint are closed and queued, their job step

resumes processing to create the remaining records. These remaining records are
processed separately as a new file.

Figure 4-5 illustrates how the breakpointed printer files are available for processing
while the remainder of the file is being created.
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In this example, the operator manually loads an output writer in burst mode to write
the job step 2 files, because the spooling system is set to nonburst operation. If a
breakpoint is required when the system is already set to burst mode, an output writer
is loaded automatically after the breakpoint is issued.
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L FILE
SPOO l JOB STEP 2 WRITER IN BURST MODE .
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Figure 4-5. Writing Breakpointed Files from the Spool File
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Your programmer uses the // SPOOL jproc to breakpoint a file after a specific number
of pages are accumulated. Or, the programmer includes a breakpoint macroinstruction
in the program to issue an immediate breakpoint. Otherwise, the breakpoint
command (BRKPT) is entered by your operator (from the console) or programmer
(from a workstation) to close and queue a file that is being created, either immediately
or at the end of a page.

A breakpoint also may be used if your program malfunctions. Spooling automatically
counts the number of output instructions your program issues when creating a file. If
this number is exceeded, as may occur when a program is in a loop, a message is
displayed to the initiator of the job. The message response options allow the initiator
(from the console or a workstation) to breakpoint the file immediately or at the end of
a page, to ignore the query, or to cancel the job. This enables the initiator to decide
whether the file should be breakpointed and allowed to continue, or be cancelled.

Figure 4-6 shows the conditions under which files are available to an output writer.
Two job steps and their associated output files are shown within a user job. The top of
the figure shows the points at which the files are available in burst and in nonburst
mode. The bottom shows file availability is altered because a breakpoint is issued.
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FILE AVAILABILITY IN BURST AND NONBURST MODES
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4.2. Output to Printer and Card Punch

When output is to be printed or punched, you and your programmer and operator are
provided with output options.

4.2.1. Holding Files from Output Writer Processing

The operational mode you specify determines how your output files are processed in
your system. You may, however, remove specific files from nonburst and burst mode
processing by making them unavailable to the output writer.

Your programmer uses the / SPOOL jproc or enters the HOLD spooling command at a
workstation to place queued printer or punch files in a hold state. The held files are
not available for processing until your programmer (from a workstation) or your
operator (from the console) releases them via the BEGIN spooling command.

The HOLD command is available to your operator at the console with the same
capabilities as those provided at a workstation. In addition, the HOLD command
console entry allows the operator to hold files currently being created, files glready
queued, or both. Also, your operator can manually direct a currently active output
writer to hold the file it is processing until a BEGIN command releases the file.

This option to remove (hold) printer and punch files from nonburst and burst mode
processing is part of the general options spooling provides to allow you to control all
files in the spool file (input, output, and log). We discuss these general spooling control
options separately. (See Section 5.) In the discussion, we describe your option to hold
files from output writer processing in further detail, as well as your options to hold
input files and local job’s logs from program processing, and to release (BEGIN) held
files.

4.2.2. Headers to Separate Files

414

Remember, in nonburst mode, one header is printed followed by the job’s log and
output files, whereas, in burst mode, a header is printed before each output file and
before the job’s log. A header is used to separate and identify all output. It contains
the job name, account number, current date and time, and other information pertinent
to the job. Figure 2-8 shows a typical job header.

At SYSGEN you may include the parameter to suppress headers for your output files.
Your programmer suppresses printing a header for a particular output file or for a job
by using the // SPOOL jproc and // JOB job control statement with the appropriate
parameter options, respectively. Your operator overrides any header printing
conditions previously established by entering the SET SPL command to establish or
suppress printing headers throughout the spooling system.
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4.2.3. Printing the Job Log

We have said that informational records pertaining to your job are collected in the
spool file as the job runs. These log records contain the job control statements
processed for the job, the messages displayed on the console or workstation screen in
behalf of the job, and any dumps processed for the job. All messages regarding the
program status are included in the log. In addition, informational records to be used
for accounting purposes are collected, provided you include the job accounting option
at SYSGEN. (We discuss how you produce job accounting reports in Section 8.)

From our discussions in this section, we know at what time a job’s log is automatically
printed, according to whether the output writer is set to burst or nonburst mode. The
printed job log is normally used by the person who submitted the job for debugging
and bookkeeping purposes. The type of each log record (L or A) is printed in column
122, as shown in the following sample job log (Figure 4-7). L-type, or LOG records, are
those pertaining to job control and console messages, and A-type, or ACT records, are
those used for accounting.

Column
122
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Figure 4-7. Sample Job Log

You have several options at SYSGEN time to tailor how you want the logs for your
jobs to be printed. Similarly, parameter options in the / JOB statement and the SET
SPL command permit your programmer and operator, respectively, to change the
SYSGEN selection. Job log options allow you to print or to suppress printing of the log,
or to print or not print only the LOG or only the ACT records from the log.
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When a job creates output that must be printed on a specific printer, your programmer
assigns that printer in the / DVC job control statement (for example, with a job
control device assignment using /DVC 24 rather than / DVC 20 for any printer). To
assign the same printer for the job’s log, your programmer includes the // OPTION job
control statement to specify the device (printer 24 in our example). Because a job’s log
is normally printed in nonburst mode for the first available printer, followed by the
job’s output, the / OPTION statement ensures that the log is not separated from the
output; they are both printed on the required printer.

Job logs may also be accumulated and transferred to a tape or disk; however, this is a
separate option and is described in 4.6.

4.2.4. TestLines

When we explained how a job runs with spooling, we discussed the messages your
operator receives each time the output writer detects a change in form name. The
operator is first requested to mount a specific form, then asked whether the alignment
of the form should be tested. Form alignment is tested by printing the first page of
output with all numeric characters converted to 9’s and all alphabetic characters
converted to Z’s. For operator convenience, no test page message is displayed for
standard forms (STAND1) since these are relatively easy to align without printing a
test page.

The output writer does not query the operator for test pages if you suppress this
feature during SYSGEN. Your programmer has the option of suppressing or
displaying the test lines message for any job by including a parameter option with the
// SPOOL jproc to override the SYSGEN selection. Your operator uses the SET SPL
command to achieve the same purpose.

You should suppress the test lines feature whenever page mode processing is selected
for output directed to local workstations equipped with 0791 correspondence quality
printers; refer to 4.3. This feature is not supported on System 80 model 7E.

4.2.5. Printing the Console Log

The console log function provides a printed record of all communication during a
working session between your system and your console without using a
communications output printer. Those system messages entered from and directed to
the console are collected in the spool file. At the end of a working session, your
operator initiates an orderly system shutdown to disconnect all files, produce an
accounting report of the job processing activity from the accumulated job and
workstation log, and print the console log. Each console log record is identified by a C
printed in column 122. (We discuss how you accumulate job logs and produce job
accounting reports separately in 4.6 and Section 8, respectively.) The console log for
that working session is deleted from the spool file after it is printed. If your operator
doesn’t print the console log when the session ends, log recovery must be specified
during the next initial program load (IPL). Otherwise, the console log is lost.
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You print the console log by breakpointing it. When you enter the BRKPT command
for the console log, all records collected for the session, up to the breakpoint, are
printed and then deleted from the spool file. Console log record callection resumes
until another breakpoint. If you'd rather print the console log at some later time, you
can direct the console log output to tape, disk, or diskette rather than to the printer.
To do this, have your operator include the appropriate OUT=TAPE, DISK, or
DISKETTE option when he enters the BRKPT command.

At SYSGEN time, you establish whether you want to collect the console log records
and whether you want the console log printed when you breakpoint it. When you
establish console log record collection, your operator overrides the SYSGEN selection
by entering parameter options with the SET SPL command to turn the console log
function on or off and to permit or suppress printing of the console log.

Console logs, like job logs, may be accumulated in the spool file until they are
transferred to a tape or disk for further processing. This is a separate option, however,
and is described in 4.6.

4.2.6. Printing the Workstation Log

The workstation log function is very similar to console logging. A workstation log
provides a printed record of all communication between your system and a
workstation during a workstation session. All system commands and messages
entered from the workstation and all system messages directed to the workstation are
recorded in the log. It includes records generated by a workstation and by a terminal
that functions as a workstation.

Record collection begins when you log on the workstation and continues until you
breakpoint the workstation log or log off to end the session. When you log on, you
specify whether or not you want the log printed. If you select yes, when you enter the
BRKPT command for the workstation log or enter the LOGOFF workstation
command, all records collected for the session are printed and then deleted from the
spool file. For breakpointed logs, record collection resumes until another BRKPT or a
LOGOFTF is entered. The type of each record in the workstation log is printed in
column 122 of the output. Workstation records are identified by W (R when a terminal
is used as a workstation) and accounting records by A. If you'd rather print the
workstation log at some later time, you can direct the log to tape, disk, or diskette
rather than to the printer. To do this, include the appropriate OUT=TAPE, DISK, or
DISKETTE option when you enter the BRKPT command (no diskette for model 7E).

Workstation record collection is included in the SYSGEN parameter you specify to
establish console log record collection. When you generate your system with
workstation and console log record collection, your operator uses parameter options
with the SET SPL command to override the SYSGEN selection and turn workstation

logging on and off. When it is turned on, you can use the LOGON command to permit
or suppress printing the log.
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Workstation logs, like job logs and console logs, may be accumulated for future use.
When you accumulate workstation logs, they are held with the job logs in the spool file
until they are transferred to a tape or disk for further processing. We describe this
separate option in 4.6.

4.2.7. Multiple Copies of a File

More than one copy of any output file may be produced by a given output writer. Your
programmer uses the / SPOOL jproc and your operator uses the COPIES parameter
option with the output writer command to print or punch up to 255 copies of a file.

4.2.8. Device Swapping

You may direct the output writer to swap devices, that is, to change the device it is
currently using to print or punch its output. If, for example, a paper jam occurs in a
printer, your operator can manually direct the output writer to use another printer or
to write the remaining output to a different device. This allows the output writer to
continue processing the output, rather than waiting for the original device to be made
available.

When you direct output to another printer or to a card punch, and when you direct
punch output to another card punch, you use the device swapping function of the
output writer. When you write printer or punch files for temporary storage to a disk,
format label diskette, or tape, you redirect the files for later printing or punching. We
discuss redirected output to tape, disk, and diskette in 4.5.

4.3. Output to Workstation Auxiliary Printer

418

If your system has locally or remotely connected workstations with auxiliary printers,
you can print your print files at these auxiliary printers. These print files can be
output files created for a job or from an interactive program such as the general editor
(EDT). If you are running your own job, this output can be printed automatically at
the end of a job (only if the file is closed; that is, job step or job has terminated or been
breakpointed) or any time during the job by entering the RP command from the
workstation. If you are running an interactive system program, you can print your
output files at any time during your program session by entering either the interactive
services PRINT command or the EDT @LIST command. See the Interactive Services
Operating Guide (UP-9972) for information on the RP command and PRINT
command; the General Editor (EDT) Operating Guide (UP-9976) for the @LIST
command.

In both cases, there are two requirements that must be met before any files can be
printed on an auxiliary printer:

UP-9975 Rev. 1




Output Spooling Functions

1. Your system must be generated to use locally or remotely connected workstations
with auxiliary printers. To do this, you must include certain /OGEN parameters
when the system is generated. If you want to print files on locally connected
auxiliary printers, you must include the WORKSTATION and AUXPRINTER
parameters. If you want to print files on remotely connected auxiliary printers,
you must include the REMWORKSTATION and REMPRINTER parameters.

2. You must specify that your print files are to be directed to a workstation auxiliary
printer. How you specify this depends on whether you use an interactive system
program, such as EDT, or run your own user job.

If you use an interactive system program, you enter the SCREEN WKSTN command
to specify that your print files are to be directed to a workstation auxiliary printer.
Then, during your program session, you enter the interactive services PRINT
command or the EDT @LIST command to print your files on the auxiliary printer. See
the Interactive Services Operating Guide (UP-9972) for information on the SCREEN
WKSTN and PRINT commands; the General Editor (EDT) Operating Guide (UP-9976)
for the @LIST command.

If you intend to run your own job, you must specify in the job control stream that your
print files are to be directed to a workstation auxiliary printer. There are three job
control statements that direct print files to an auxiliary printer. These are: // OPTION
OUT, // OPTION LOG, and // ROUTE.

The // OPTION OUT job control statement directs all job output (print files and job
logs) to a specified user. The format for auxiliary printer output is:

// OPTION OUT= ORIGINATOR
user-id

ORIGINATOR specifies the user who initiated the job. If you specify ORIGINATOR,
all job output (print file and job logs) from a job you initiated at your workstation will
be directed to the auxiliary printer associated with your workstation.

You can also direct your print file output from a job initiated on your workstation to
another user’s workstation auxiliary printer. You do this by specifying the other user’s
user-id in the / OPTION OUT job control statement. It is important to note, however,
that if you direct your output files to another user’s auxiliary printer, that user must
issue an RP command to initiate printing. Printing in this case is not automatic. (Keep
in mind that if you are not the initiator of a job, but output is directed to your
auxiliary printer, you must be aware of this. To find out if any output files have been
directed to your user-id, use the DISPLAY SPL command. If any files have been
directed to your user-id, you must then issue an RP command to start printing.)

The // OPTION LOG job control statement allows you to direct only the job log from
your program to the auxiliary printer associated with your workstation. Its format for
auxiliary printer output is:

// OPTION LOG=ORIGINATOR
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You cannot use this statement to direct your job log to another user’s auxiliary printer.
It can be used only to direct your job log to the auxiliary printer associated with your
workstation.

The // ROUTE job control statement allows you to direct specific files to from one to
eight auxiliary printers. Its format is:

// ROUTE user-id1,...,user-idn

If you want to direct a specific file to an auxiliary printer, you include the / ROUTE
job control statement in the device assignment set for that file. The user-id you specify
can be your own under which you logged on and under which your program is running.
It can also be another user’s whose workstation has an auxiliary printer. However, the
same restriction applies: If you specify another user’s id, that user must issue an RP
command to start printing. It is not automatic.

More than one job control statement can be used in a single job control stream to
direct print files to different users’ auxiliary printers. For instance, you can specify /
OPTION OUT and then use // ROUTE to direct a specific print output file to another
user-id as shown in the following example.

// JOB PAYROLL

// OPTION OUT=ORIGINATOR

// DVC 20

// ROUTE USERO2,USERO3,USERO4
// LED PRTFIL

7/ DVC 21

// LFD PRTFIL2

// EXEC PROG1
/&

All print output files are directed to the job’s initiator (PRTFIL2 in this example)
except for the file named PRTFIL, which is directed to USER02, USER03, and
USERO04. Because USER02, USER03, and USER04 are not the job’s initiator, each
must issue an RP command to begin printing.

You can also specify, in the job control stream, that the print output files you direct to
an auxiliary printer are secured. When a file specified as secured is directed to a user,
the user must be logged on if printing is to begin. You secure a file by using the //
SPOOL jproc or the / SPL job control statement.
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. Printer output specified as destined for the workstation auxiliary printer can also be
printed at the central site by entering the RP command with the UID=user-id
parameter from the system console. If this is done, all auxiliary printer output created
on behalf of the workstation user (identified by the UID parameter) will be printed on
the central site printer rather than at the workstation auxiliary printer.

If you have an 0791 correspondence quality printer connected to your local
workstation, you have a choice of printing output in either of two modes: continuous or
page. In continuous mode, the output prints continuously as in any normal print
operation. In page mode, the output is printed one page at a time, with intervening
forms mount messages at the end of each page requesting the operator to insert the
next page. This mode is especially useful if you are concerned with optional word
processing operations.

Mode selection is available via the SCREEN command, which is described in the
Interactive Services Operating Guide (UP-9972), Once selected, the mode remains in
effect until you change it or until you re-IPL the system - in which case, the mode
reverts to the continuous mode (default mode) of operation. The LOGOFF command
has no effect on the print mode. You can make a print mode selection or change modes
any time before the output writer begins printing the file. However, once printing
begins, any change in printing mode does not occur until the next file is printed. If all
your printing is in the same mode, you can select a mode immediately after you enter
your LOGON command or you can include the mode selection as part of your
execution profile. If you alternate between printing modes, you must select a mode
. before responding to the forms mount message.

The following guidelines should be considered before attempting to use the page mode
feature:

1. The printer connected to your workstation must be local 0791 CQP type.
Otherwise, any attempt to initiate page mode printing is ignored.

2. Each spool subfile should have a unique form name to easily identify the file for
printing.

3. Both the test lines message and the page separator should be suppressed through
your job control specifications.

4. The output writer does not support page mode when the spoocled output is
created, either where page change occurs via a skip code other than a home code
or if it occurs by spacing to the new page. The program you use to create the spool
subfile therefore must end with a skip to top of form.

5. System 3 RPG programs and any ANSI 74 COBOL programs using the LINAGE

clause will cause misalignment and therefore are not to be used when printing in
page mode.
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4.4. Output to Diskette: Data Set Label Mode

Output spooling enables you to process output files to diskette in data set label mode.
You use diskette files written in this mode as input to the input reader and to user-
written programs. A given file may be contained on up to seven diskette volumes.

Your programmer uses the / DVC job control statement to spool the output file to be
created to diskette. After the file is closed and queued in the spool file, it is written
automatically according to the current operation mode (nonburst/burst) or at the
discretion of your operator.

Your operator manually loads an output writer to process the diskette output by
entering the output writer console command. Or, the operator may choose not to
mount the specified diskette volume until a more convenient time.

4.5. Output to Tape, Disk, and Format Label Diskette:
Redirected Output

Redirected output is written to a tape, disk, or format label diskette for temporary
storage, to be printed or punched later. When you redirect an output file, you release
the spool file space it occupied while you save the file. Once you reintroduce the saved
file, it is written directly by the output writer to the output device; therefore, no spool
file space is used. Note that your system must be configured with dynamic buffer
management to redirect and reintroduce output to and from a disk.

Each output file you redirect to a disk or diskette volume is automatically indexed in a
temporary file called $Y$SPOOL. The output writer creates the $Y$SPOOL index on
the specified volume for the first output file you redirect. Then it creates a
sequentially numbered file called, in this case, $SPOOLOL. If you add a second output
file, the output is indexed in $Y$SPOOL and written to $SPOOL02. These temporary
$SPOOL files are scratched when you reintroduce the output they contain. The output
writer scratches $Y$SPOOL when you reintroduce the last remaining $SPOOL file on

the volume.

Your programmer redirects an output file by using a parameter option with the //
SPOOL jproc. The output is automatically redirected to the device specified, provided
the operator approves the redirection. Your operator has two methods of redirecting
output by using the output writer console command. The operator manually loads a
printer or punch output writer in burst mode and specifies a tape, disk, or diskette
address; or the operator directs an output writer, currently writing to a printer or card
punch, to write its output to a tape, disk, or diskette.

Output is reintroduced when your operator uses the output writer command to
manually load an output writer to accept input from the redirected output device.
Before this, the redirected files are available for processing by a user-written program.
The formats for tape, disk, and diskette redirected output files are provided in
Appendixes A and B.
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Output writer tape files can be reintroduced in a different way to restore them to the
system spool file on disk. Although the IN command is used to do this, the data is not
actually read by the input reader. This procedure merely uses the input reader as a
door through which to restore output files to the spooler.

Note: A spool subfile that has been redirected to tape, disk, or diskette cannot be
directly reintroduced for printing on the 9215 printer. The subfile, however, can
be reintroduced from tape to the spool file and then printed on the 9215 printer.

4.6. Accumulating and Transferring Logs

Output spooling provides the capability of accumulating and saving job logs,
workstation logs, and console logs after they are collected and printed. The logs collect
and accumulate in an area of the spool file called LOG, as Figure 4-8 illustrates. You
transfer these accumulated logs from the spool LOG file to a common SYSLOG file on
tape or disk to make them available for further processing.

JOB LOG
RECORDS

SYSRES

CONSOLE LOG

RECORDS
SPOOL
FILE
WORKSTATION LOG COLLECTION
AND
RECORDS ACCUMULATION
COLLECTED N ACCUMULATED
JOB LOG, JOB LOG,
CONSOLE LOG, AND CONSOLE LOG, AND
WORKSTATION LOG WORKSTATION LOG
PRINTED TRANSFERRED

Figure 4-8. Using the Spool LOG File to Collect Logs for Printing and Accumulate Logs for

. Future Use
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4.6.1. Controlling How Logs Are Processed in Your System

To accumulate logs, you establish certain SYSGEN spooling parameters and set other
spooling conditions in your system during a working session. Earlier we described job,
console, and workstation log printing. Now we're going to use some examples to take a
close look at how you establish and control log collection and printing, how you
accumulate and transfer logs, and how the spool LOG file is used to accomplish this.
Whenever we talk about workstation log W records, the discussion also includes the
workstation log R records you generate when using a terminal as a workstation.

Our first example of controlling spoocl LOG file input and output is presented in Figure
4-9, where we see the job log within the spool LOG file.

SPOOL
FILE

JOB LOG *\__/__ JOB LOG PRINTING OF
COLLECTION OF JOB LOG L AND A RECORDS —>

L AND A RECORDS REQUIRED CONDITIONS:

L] Maintain and collect

REQUIRED CONDITIONS: A records
(SYSGEN parameter JOBACCT)
u Maintain and collect

A records ] Print ALL
(SYSGEN parameter JOBACCT) (SYSGEN parameter SPOOLPRT)

OR
Print BOTH
(job control statement
// JOB)

OR

PRINT
(operator command SET SPL)

Figure 4-9. Spooling Conditions for Collecting and Printing the Job Log
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Figure 4-9 shows job log records collecting in the job log so they can be printed when
the job terminates. In this example, both L and A records are being collected. Spooling
automatically collects L records, so the only required condition we had to establish
was including the SYSGEN parameter to collect A records.

After we establish L and A record collection in the example, we have three ways to
print the records. We can establish job log printing at SYSGEN, include a job control
statement to print that job’s log (overrides SYSGEN), or enter the operator command
to permit job and workstation log printing (overrides SYSGEN and job control). These
conditions print the L and A records shown in our example. However, you can
establish other conditions to tailor job log printing as we described in 4.2.3.

The spool LOG file pictured in Figure 4-10 shows the console log with the job log.

SPOOL
FILE

LoG

‘\,/L— CONSOLE LOG —»L/I
w PRINTING OF

CONSOLE LOG i C RECORDS
COLLECTION OF CONsOLE 1LOG
C RECORDS REQUIRED CONDITIONS:
n Collect C and W records
REQUIRED CONDITIONS \__—/ (SYSGEN parameter CONSOLOG)
Col Cand W 4 . Console and workstation
L] ollect C a records logging ON
(SYSGEN parameter CONSOLOG) (operator command SET SPL,CN)
] Console and workstation n Print YES
I(oggin? ON 4 SET SPLCN) (SYSGEN parameter CONPRINT)
operator comman ,
OR
PRINT

(operator command SET SPL,CN)

Figure 4-10. Spooling Conditions for Collecting and Printing the Console Log

UP-9975 Rev. 1 425




Output Spooling Functions

WORKSTATION LOG == CONSOLE \O8 A WORKSTATION LOG —

) F
COLLECTION OF KMor N O PRINTING O
W RECORDS KSTATIO W RECORDS

The console log C records collect in the console log until they are breakpointed and '
printed. To collect the records in this example, we have established C and W record

collecting during SYSGEN and made certain that console and workstation logging is

turned on in the system. With these conditions, we include either the SYSGEN

parameter for printing C records or the operator command to override SYSGEN and

permit C record printing. Qur example’s spooling system is now set to print the

breakpointed console log.

In Figure 4-11, we have added the workstation log to the console log and job log in the
spool LOG file.

SPOOL
FILE

N~

JOoB LOG

REQUIRED CONDITIONS:

REQUIRED CONDITIONS: v . Collect C and W records

Collect C and W records
(SYSGEN parameter CONSOLOG)

Console and workstation

logging ON
(operator command SET SPL,CN)

(SYSGEN parameter CONSOLOG)
L] Console and workstation

logging ON

(operator command SET SPL,CN)

[ ] Print LOG=Y
{workstation command LOGON)

] PRINT
{operator command SET SPL)

Figure 4-11. Spooling Conditions for Collecting and Printing the Workstation Log
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The workstation log W records collect in the workstation log so they can be printed
when the session ends or the log is breakpointed. The conditions we established to
collect the C records in Figure 4-10 also establish the W record collection illustrated
here. That is, we have included the SYSGEN parameter to collect C and W records
and made sure that console and workstation logging is turned on. (For workstation
logs, remember that an R replaces the W to identify records generated by a terminal
that functions as a workstation.)

Once conditions are established for collecting W records, printing is established by the
workstation user’s LOGON command and the operator command to permit job and
workstation log printing. In our example, the workstation log will be printed when a
LOGOFF or BRKPT LOG command is entered from the workstation.

These last three examples have presented the spooling conditions you establish to
collect and print job, console, and workstation logs. In the next two examples, we
discuss how you use the spool LOG file to accumulate these logs for future use. Notice
that the conditions required for collecting the logs are also required for accumulating
them, while log printing is a separate option that doesn’t affect log accumulation.

Let’s look at Figure 4-12, where we see job and workstation logs grouped together as
the accumulated job and workstation log.
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N

JOB LOG

ACCUMULATING CONSOLE LOG
JOB LOG G
L AND A RECORDS [NYORKSTATION \O

REQUIRED CONDITIONS:

AND
WorksTaTION VO
» Maintain and collect K___/
A records

(SYSGEN parameter JOBACCT)

L] Accumulate L, A, and W
records
(SYSGEN parameter SYSLOG)

OR
Accumulate (DUMP)

L, A, and W records
(operator command SET SPL)

Figure 4-12. Spooling Conditions for Accumulating the Job Log and Workstation Log
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- ACCUMULATING

WORKSTATION LOG
W RECORDS

ACCUMULATED 108 |

REQUIRED CONDITIONS:

Coliect C and W records
(SYSGEN parameter CONSOLOG)

Console and workstation
logging ON
{operator command SET SPL,CN)

Accumulate L, A, and W records
(SYSGEN parameter SYSLOG)

OR
Accumulate (DUMP)

L, A, and W records
(operator command SET SPL)
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Job logs and workstation logs are accumulated as a single log - the accumulated job
and workstation log - in the spool LOG file; however, the conditions required to
accumulate them are different. For the job log L and A records, the SYSGEN
parameter to collect A records has been established (remember that the L records are
collected automatically when you include spooling in your system). In addition, we
either establish the SYSGEN parameter to accumulate L, A, and W records or enter
the operator command to override SYSGEN and accumulate them.

For the workstation log records, we have established C and W record collecting during
SYSGEN and made certain that console and workstation logging is turned on in the
system. Once these conditions are established, your workstation logs are accumulated
because the remaining required conditions are present in the example. That is, the
conditions already established to accumulate job logs also accumulate the workstation
logs. The job log and workstation log records accumulate in LOG until we transfer
them to the SYSLOG file on tape or disk.

When you create the accumulated job and workstation log, you have the additional
option of creating a separate identifier for a specific job’s log in the accumulated log.
You use this option when your system is configured with the general editor (EDT).
Your programmer uses the / OPTION job control statement to create the identifier so
that the job’s log can be located upon request. By creating a log identifier with a job
you initiate, you are able to check the accumulated log at a later time to see whether
the job’s log is there. If it is, you know that the job has run and terminated. The
capability to see a job’s log in the accumulated file is available by using the general
editor.

Figure 4-13 illustrates grouping the console logs as the accumulated console log in the
spool LOG file.

In our previous examples, we have established during SYSGEN the required condition
for C and W record collection and made certain that console and workstation logging is
turned on in the system. To accumulate the console log C records, we also include the
appropriate SYSGEN parameter or enter the operator command to override SYSGEN
and accumulate them. Either way, the console log records accumulate for us until we
transfer them to SYSLOG.

A special system service program (SL$LOG), using a job control stream (DUMPLOG
or DUMPLOGT) supplied by Unisys, allows you to transfer (dump) the accumulated
job and workstation log, and the accumulated console log, into the SYSLOG file.
SL$LOG cannot transfer both of your accumulated logs together as part of the same
job. Usually, you first execute SL$LOG to dump the accumulated job and workstation
log so the job accounting records can be used as accounting report input. Next, you
produce the accounting report by using the job accounting program supplied by
Unisys. (We discuss how you produce this report in Section 8.) Then, you execute
SL$LOG to dump the accumulated console log and execute your own program to
process it. After you transfer your accumulated logs, SL$LOG deletes them from the
spool LOG file.
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SPOOL
FILE

—

JOB LOG
l > CONSOLE LOG
ACCUMULATING OR TG
CONSOLE LOG p KSTATION %
C RECORDS CCUMULATED 3

b, AND ()
| QRksTATION L
ACCUMULATED
REQUIRED CONDITIONS: CONSOLE LOG

. Collect C and W records
(SYSGEN parameter CONSOLOG)

L] Console and workstation

logging ON
(operator command SET SPL,CN)

L] Accumulate C records
(SYSGEN parameter RETAINLOG)

OR

Accumulate (RETAIN)
C records
(operator command SET SPL,CN)

Figure 4-13. Spooling Conditions for Accumulating the Console Log

4.6.2. Transferring the Accumulated Job and Workstation Log for
Future Processing

Your operator transfers the accumulated job and workstation log by executing the
SL$LOG program, using the RUN command with the DUMPLOG or DUMPLOGT job
control stream (supplied by Unisys) and its parameter options. The job control stream
calls a jproc that initiates the execution of SLLOG according to the options specified.
These parameter options allow the operator to transfer log (L) and workstation (W
and R) records only, accounting (A) records only, or all records in the accumulated log.
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The job log’s dump records are ignored, as they serve no purpose from a bookkeeping
standpoint. In addition, the DUMPLOG parameter options allow your operator to
specify whether the SYSLOG file on disk is to be established, added to, or reinitialized
(effectively erased) when the accumulated log records are transferred. The
DUMPLOGT parameter options allow your operator to specify the volume serial
number of the tape to be used for the SYSLOG file and whether or not checkpoint
records are to appear after each processed job and workstation log.

SL$LOG is executed according to the parameter options your operator selects with
DUMPLOG and DUMPLOGT, or according to the preset default condition for each
parameter. With the exception of the tape or disk file being named SYSLOG, all of
these default settings can be changed. You can write and file your own job control
stream to execute SL$LOG under your own processing conditions. To do this, you need
only change the jproc call statement used by DUMPLOG or DUMPLOGT and include
the options you want. SLSLOG tape and disk files; the job log, workstation log, and
console log; and the formats of the DUMPLOG and DUMPLOGT job control streams
and jproc call statements are provided in Section 8.

4.6.3. Transferring the Accumulated Console Log for
Future Processing

Your operator executes the SLLOG program to transfer the accumulated console log
to the SYSLOG file. (Remember that you cannot dump both accumulated logs with a
single execution of SLJLOG.) The operator enters the RUN command with the
DUMPLOG or DUMPLOGT job control stream (supplied by Unisys) and parameter
options similar to those used for the accumulated job and workstation log. Here again,
the job control stream calls a jproc to execute SL$LOG according to the options
specified. The DUMPLOG parameter options allow your operator to establish a
SYSLOG file on disk, add more console log records to it, or reinitialize the SYSLOG
disk file and transfer a newly accumulated console log file into it. Because the
DUMPLOG parameter options permit the SYSLOG file to be reinitialized, we
recommend that you process the transferred accumulated job and workstation log
before you use SL$LOG to transfer the accumulated console log. In this manner, your
job logs are used to produce the accounting report and can be subsequently erased
from SYSLOG without consequence.

Your operator uses the DUMPLOGT parameter options to specify the volume serial
number of the tape to be used for the SYSLOG file and whether or not checkpoint
records are to appear after each breakpointed (printed) session segment of the console
log.

The SL$LOG program transfers console logs in the same manner as we described for
transferring job and workstation logs. Your operator either executes SL$LOG by using
the preset default condition for each parameter option or selects one of the available
alternate options. You can change these default settings as we described. The
information you’ll need to do this is included in Section 8.
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Section 5
General Spooling Control

5.1. Overview

So far, we have discussed how input spooling and output spooling functions enable you
to control files as they are spooled in and out of the spool file. In some cases, your
operator changes the spooling environment for your entire system, via SET SPL
commands, to control file processing. In addition to these capabilities, your operator
and, with some restrictions, your programmer can control files residing in the spool
file.

Spooling provides general console and workstation commands to display, hold, release,
and delete spooled files, according to parameter options entered with the command.
These options tailor the command to control all files, selected groups of files (such as
all input files or all printer files), selected types of files (such as all files with a specific
account number or form name, or designated for a specific device type), or a specific
file in the spool file. Your operator uses any parameter options available with the
command, whereas your programmer uses only those parameter options that control
files associated with the programmer’s identification. In addition, your programmer
can use a job control statement to hold a job’s output files until they are released via a
command entry.

5.2. Displaying the Status of Spooled Files

Spooling enables you to obtain status information from the spool file about either a
file that is being created or a completed file. The requested information is sent to the
console or workstation in an initial display and an optional further display of more
detailed information. The initial display gives you a list of the number of active files or
lists the completed files (queued, on hold, and in progress) that meet your
requirements. A tile in progress is either being processed by the output writer or, for
an input file, by a program.

Your operator enters parameter options with the spooling DISPLAY command to
specify which files are to be included in the initial console display. After the initial
display, however, your operator responds to the prompting messages that appear on
the screen to select and tailor further console displays. You use the tailoring response
options to display further information about some or all of the requested files in either
a detailed or abbreviated format. You can, for example, display all completed print
files that require a form named ABC and a 48-character business print cartridge. Or
you may want to see the status of your job’s punch output files - how many are queued
in the spool file and whether an output writer is currently processing one of them.
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Your operator can also display status information about the current console log. The
number of console log lines that have collected in the spool LOG file are displayed on
the console screen with this option. (The display of workstation log information we
describe for your programmer is not available to your operator.)

Your programmer uses the DISPLAY command in a similar manner to display file
status and workstation log information on the workstation screen. Active or completed
file information or the number of lines on a workstation screen used during the
current session can be displayed at a workstation; a display of console log information
is not permitted. Your programmer uses the DISPLAY command, for example, to see
the status of the print output files to be created by a job initiated earlier from the
workstation. First, your programmer displays information for the files currently being
created by the programmer’s job. This shows whether the job is currently running and
how far along it is in creating output. Next, the job’s completed print file information
can be displayed to show which files are queued or being printed. If, in this example,
no files (active or completed) are found for the job, your programmer displays the LOG
file to check for the job’s log. The display of the job log information means that the job
has run and terminated. (This log information is available only when the job’s log is in
a hold state. We discuss holding spooled files in the following paragraphs.)

5.3. Holding Spooled Files

Spooling enables you to place spooled files in a hold state. Once in the hold state, the
files are unavailable for processing by the output writer or, for input files and logs
from locally submitted jobs, by a program. You hold all active (being created) and
completed files, or hold a selected group of these files (such as all printer or punch
files). And, for completed files, you may additionally select a file group and hold a
particular type of file (such as all print files with a specific account number) or hold a
specific file. Remember, the files you hold have never been processed. This contrasts
with the output files you retain, which are processed first with a copy retained in a
hold state after processing. Once the file is in a hold state in either case, it cannot be
processed until you choose to release it. (We discuss releasing held files in 5.4.)

You place files on hold to temporarily remove them from processing - perhaps to
perform an intermediate action, permit a similar short file to be processed first, or
allow more similar-type files to be created by a second job. Don’t confuse this with
your option to temporarily store output on tape, disk, or diskette by redirecting it. For
example, we previously said you might want to use the DISPLAY command to see all
completed print files that require a form named ABC and a 48-character business
print cartridge. To expand this example and illustrate when you want to hold files,
let’s say that you are going to run several jobs that create 48-character business print
output for ABC forms. By placing all files that meet these specifications on hold as
they are closed and queued, you can wait until you run all of the jobs and then release
their held output files for printing. While the files are held, the output writer won’t try
to process the first queued file and request that your operator mount the ABC form, or
ask whether or not test lines should be printed.
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After you run the last job, you display the output files to see whether all of the files
are completed and on hold. When they are, and you are ready to do this special
printing, you release the files to permit the output writer to process them on a first-in,
first-out basis (burst mode). : :

As another example, you might hold a file that your test job creates so that you can
display and check it. You then release the file or, as an alternative, delete it from the
spool file. (We discuss deleting spooled files in 5.5.)_

Your operator enters the spooling HOLD command or the output writer command
(RP/PR/PU/PD) to place files on hold. HOLD is used to place any files being created as
well as any queued files in a hold state, according to the parameter options included
with the command. The active files are placed on hold when they are closed and
queued. Your operator uses the output writer command to hold an output file that is
currently being processed. In this case, the remaining unprocessed records from the
output file are “requeued”, then placed on hold in the spool file. Your programmer
enters the HOLD command or output writer command (RP/PR/PU) at a workstation
or uses the / SPOOL jproc to hold queued output files created under the programmer’s
identification.

5.4. Releasing Spooled Files

Spooling enables you to release spooled files that are being held by a HOLD or
RP/PR/PU/PD command or a // SPOOL jproc. When you release a queued file from its
hold state, you automatically call in an output writer in burst mode to process it. You
release just one queued file from a group of files on hold, or you select file groups and
file types to be released.

When, for example, a hold has been placed on all print files - for both files already
queued and files to be subsequently created and queued - you can release at a later
time only those print files currently being created, those queued print files created by
a particular job, or only a specific print file.

You release files in a manner similar to the way you hold them. Your operator enters
parameter options with the spooling BEGIN command to specify which files are to be
released. The operator uses BEGIN to remove the hold state from a queued group of
files, from a group of active files designated to be held when they are queued, or from
a group of active and queued files. Your programmer has similar options to release
those queued files created under the programmer’s identification.

Referencing our previous example concerning the 48-character business print output
files to be printed on ABC forms (see 5.2 on displaying files and 5.3 on holding files),
you release all queued files with these characteristics by entering the BEGIN

command and appropriate parameters. The output writer is loaded automatically to

begin processing files. Similarly, you use BEGIN to release a held test file after you
have checked it.
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5.5. Deleting Spooled Files

Spooling also enables you to delete spooled files from the spool file. You delete
completed queued files waiting to be processed or completed files currently on hold.
Files that are currently being created and completed files being processed by the
output writer cannot be deleted.

We previously discussed how you might want to hold the output file created by your
test job so that you can display and check it. Afterwards, you release the file for
processing or, when appropriate, you delete it. Your operator and programmer delete
completed files by using the DELETE spooling command. The parameter options they
include with the command determine which files are deleted. For example, all queued
printer files associated with a specific job or all queued input files can be removed
from the spool file by using DELETE.

Your programmer and operator can also delete input files that were retained after a
job processed them. If a retained input file is a diskette file, your programmer and
operator can delete the file by using the DELETE command or the DELETE option of
the IN command. If the retained input file is a card or tape file, your operator can
delete the file by using the DELETE command or your programmer can do this by
using the DELETE parameter of the // DATA job control statement.
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Section 6
Remote Spooling

6.1. Overview

In any discussion of input and output spooling, it is important to establish whether a
local or remote location is sending or receiving the jobs and data. So far, we know how
input readers read locally entered input and how output writers write output to local
devices. Remote locations use the spooling system in a different manner.

Remote locations spool input and output by two methods, using the remote batch
processor or distributed data processing (DDP). The remote batch processor spools
input (jobs or data) from punched cards and output to a printer or card punch. Disk,
diskette, and tape files cannot be spooled to and from a remote site by using the
remote batch processor.

When a remote site spools input by using distributed data processing, the input is
always a disk file. DDP spools jobs when you want to run them on another system.
The input job to be run can be filed in your system or prefiled on another system’s disk
(usually a library file). DDP also spools input jobs or data when you send them to be
filed on another system’s disk and the disk device isn’t available. In this case, you
send the job or data to the other system by the DDP indirect method so that it is
placed in the spool file until it can be filed. When the device becomes available, DDP
files the job or data into its designated file. The spooled output from a DDP job, like
that using the remote batch processor, must be printed or punched.

Both the remote batch processor and distributed data processing use communications
lines to handle all input from and output to remote sites. And, your operator controls
remote batch and DDP input and output files by using the spooling commands we
described in Section 5. There are other similarities between remote batch and
distributed data processing spooling that we’ll discuss later on. Our discussion here
concerns how spooling relates to remote batch and distributed data processing. For
further information on the remote batch processor and ICAM, refer to the Integrated
Communications Access Method (ICAM) Utilities Programming Guide (UP-9748); for
information on DDP, refer to the Distributed Data Processing Programming Guide
(UP-8811),

Now let’s see how spooling with the remote batch processor works.
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6.2. Remote Spooling Using the Remote Batch
Processor

To spool remote input and output by using the remote batch processor, you must
include the following when you generate your system:

¢ Input and output spooling (remote batch processing included)
* A communications network, which includes a type of communications adapter

Basic spooling element relationships (earlier shown in Figure 2-1) are expanded in
Figure 6-1 to include remote devices used by the remote batch processor.

MAIN STORAGE

@ LOCAL REDIRECTED
OUTPUT DEVICE

INPUT

OuUTPUT
WRITER

READER

LOCAL INPUT DEVICE

SPOOLER

REMOTE REMOTE

=

LOCAL OUTPUT DEVICE

REMOTE INPUT DEVICE

USER
PROGRAM

:
|

{0

REMOTE OUTPUT DEVICE

Figure 6-1. Spooling Element Relationships with Remote Batch Devices Included
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As Figure 6-1 shows, the remote batch processor uses a communications line to read
input from a remote card reader, then calls the spooler to write the remote batch input
to the spool file. The remote batch processor provides the same function as an input
reader for the punched card input. The figure also shows the remote batch processor
writing output from the spooler to a remote printer or card punch across a
communications line. When the communications network is automatically loaded for
sending output to the remote batch processor, your operator is given the option of
overriding the communications network name (pointer) selected at SYSGEN by using
the SET IC command. ‘

Once the remote batch processor input and output is in the spool file, you control and
tailor it in the same way you do with locally spooled input and output. Your operator
is able to display remote batch input and output file information in the spool file, as
well as delete, hold, and release spooled output files for remote batch sites. The
operator also controls a remote batch job in the same manner as a locally entered job.

Should a remote batch user want the operator to exercise control over a remote batch
job, the user transmits a /RMSG remote batch command on a card to the operator and
specifies the control option desired. The Integrated Communications Access Method
(ICAM) Utilities Programming Guide (UP-9748) contains a description of the /RMSG
command and parameter options.

When you enter a job from a remote location by using the remote batch processor, you
can direct the job’s output to multiple destinations. Your programmer uses a // DST job
control statement to write a copy of the output file to the destinations included with
the statement. When the statement is not included in the remote batch job, its output
is automatically written to an appropriate device at the local site. When your
programmer includes the / DST card, it must contain the OS3CTR (the local site)
destination to have an output file copy sent there. A header for the output file is
written with the file to each destination specified.

The log for any job, whether remotely entered or initiated locally, is always printed at
the site that submitted the job. Log accumulation and transferring, however, remains
a local function; that is, logs are accumulated for accounting and bookkeeping
purposes at the site where the job was run.

UP-9975 Rev. 1 63




Remote Spooling

When you enter a remote batch job and identify remote and local output destinations ’
with a // DST statement, the remote batch processor processes the remote file copy and
the output writer processes the local output.

LOCAL
YOURJOB OUTPUT PRINTER
) WRITER (OS3CTR)

.// DST remote-id, OS3CTR

JOB STEP

REMOTE
REMOTE PRINTER

BATCH {remote-id}
PROCESSO!

PRINTOUT

The output writer automatically writes the local copy to the printer. However, the

remote batch processor writes job output automatically only to the remote site that

submitted the job, provided that the site is still connected to the communications line.

If the line is not connected, the remote site must dial up (connect) the line and request

the output file. When a locally entered job produces output for a remote destination, '
the remote batch processor writes it upon request. When remote batch output files

have collected in the spool file, the remote user may request all output files or only

those with a specific user-id or job name. You use the /RMSG command for this

function (see the Integrated Communications Access Method (ICAM) Utilities

Programming Guide (UP-9748).

As an option, your operator can manually load or direct an output writer to locally
print or punch files designated for a remote destination. You use this option, for
example, when the remote site is unable to receive the output.
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Let’s take a look at another example of remote batch and local spooling. Suppose
YOURJOB includes a JOB STEP that creates an output file for printing. The job
already has a // DST statement included with a printer remote-id and the OS3CTR
destinations. For this job run only, your programmer includes a // SPOOL jproc to
redirect the local output to a tape. The // SPOOL jproc overrides the // DST
destinations just for local spooling. The remote batch processor ignores the / SPOOL
and writes the output to the remote-id when requested, while the output writer

redirects its output file copy to a local tape device.

OUTPUT
. WRITER
// DST remote-id,0S3CTR

// SPL to-tape

REMOTE

JOB STEP BATCH
PROCESSOR

PRINTOUT

REDIRECTED

TO LOCAL
TAPE

REMOTE
PRINTER
(remote-id)

As an alternative, your operator can use the PR or PU command to redirect the local

output created by a remotely entered job.
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6.3. Remote Spooling Using Distributed Data
Processing

To spool remote input and output by using distributed data processing, you must

include the following when you generate your system:

¢ Input and output spooling with DDP included (automatically includes remote

batch spooling)

® A communications network, which includes a type of communications adapter

* Interactive services

The basic spooling element relationships shown earlier in Figure 2-1 are expanded in
Figure 6-2 to include the distributed data processing spooling relationships.

®

LOCAL INPUT DEVICE

MAIN STORAGE

REDIRECTED
QUTPUT DEVICE

OUTPUT
WRITER

SPOOCLER

LOCAL INPUT DEVICE

=

LOCAL OUTPUT DEVICE

REMOTE INPUT DEVICE

USER
PROGRAM

REMOTE
SPOOL
FILE

C_P

REMOTE OUTPUT DEVICE

Figure 6-2. Spooling Element Relationships with Distributed Data Processing Devices Included
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Figure 6-2 shows input to distributed data processing from two sources, either a local
disk file or a remote disk file. When you submit a job from your system to be run on
another system, DDP uses a communications line to read your job (the remote input).
When you submit a job to be run on another system that is prefiled on that system,
DDP reads your prefiled job (the local input) and no communications line is required.
After reading the input, DDP calls the spooler to write it to the spool file. Like the
remote batch processor, DDP provides the input reader function for remote spooling.

On occasions when you copy your jobs or data to another system’s disk file and you
specify the indirect method, DDP reads your remote input and calls the spooler to
write it to the local spool file. In this case, DDP writes your input job or data from the
spooler to the designated local disk file (provided the disk device is available).

Looking again at Figure 6-2, we see DDP writing output across a communications line
from the spooler to your system’s spool file (the remote spool file) so it can be printed
or punched for you. Your system’s output writer writes the output from the spooler to
your printer or punch, according to the spooling conditions currently in effect in your
system. '

SITE WHERE YOU RAN YOUR JOB

AN

REMOTE
SPOOL
FILE

SPOOLER || OUTPUT — [

WRITER o

REMOTE OUTPUT DEVICE

OUTPUT FROM THE
JOB YOU RAN ON
ANOTHER SYSTEM

Once the DDP input and output is in a system’s spool file - either to be run or filed
from another system’s spool file, or to be printed from your system’s spool file - the
system’s operator controls and tailors it in the same way as with local and remote
batch input 2nd output. The operator can display, delete, hold, and release DDP
output files, as well as control DDP jobs. The log for your job is always printed at your
site. Log accumulation and transferring, however, remains a local function. That is,
logs are accumulated for accounting and bookkeeping purposes at the site where the
job was run. '
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Section 7/

Spooling Initialization and
File Recovery

7.1. Overview

Spooling initialization sets up the spool file for spooling. It either creates a new spool
file or recovers an existing spool file, according to your requirements. The initial
program load (IPL) procedure, performed by your operator, initializes the resident
portion of OS/3 (the supervisor) and includes the initialization of your spooling system.
The spooling options you select during SYSGEN are established when the supervisor
is loaded; however, your operator is given the opportunity to change some of the
options during the procedure. These options are recorded in the system spool control
table, along with the required internal pointers (cross-references), each time an IPL is
performed.

Spooling initialization locates and verifies the spool file disk volume or volumes you
established at SYSGEN. The spool file is automatically located on the volume
identified as SYSRES unless you specify another device at SYSGEN. During the IPL,
your operator has the option to override this setting. The supervisor displays a
message indicating each established spooling volume to the operator. The message
identifies the SYSGEN-specified volume as the default and prompts your operator to
change the specification, if desired, by entering a different device address. Because up
to eight volumes may hold the spool file, your operator may elect to use fewer disk
volumes than the maximum identified or to use different spooling volumes from those
you specified at SYSGEN. You also specify the spool file size (in cylinders) at
SYSGEN; otherwise, initialization establishes the default value of 50.

In addition, initialization assigns space (allocates) if necessary and reestablishes
cross-references (initializes) for the spool file when no recovery is required (cold start),
or it recovers the spool file according to the option entered at SYSGEN (warm start).
The IPL procedure permits your operator to select a cold start, which is normally
established as the default option, or to specify a warm start recovery level for specific
types of files. In the following paragraphs, we describe the options spooling
initialization provides to allocate and initialize, or to recover the spool file.
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7.2. Cold Start

You select a cold start when the spool file is empty; therefore, no file recovery is
needed. The spool file is empty because you processed spooled input and output files
before you turned off your system in an orderly manner. When you use a cold start,
the spool file disk space is allocated if necessary, then initialized on up to eight
volumes according to your SYSGEN selection. During IPL, your operator is able to
establish less than the number of volumes you select at SYSGEN.

During the IPL procedure, your operator is also permitted to retain, delete, and place
on hold any jobs previously filed in the job queue. When your operator recovers the
queue by retaining or holding the jobs, the spooled job log files are automatically
recovered, regardless of the type of spooling initialization the operator selects. This
means that even when your operator enters a cold start (no file recovery), the job log
files are recovered if the job queue is recovered.

7.3. Warm Start

Warm start spooling initialization assumes that the spool file is online (system
shutdown has not occurred), and that it contains all of the complete and incomplete
files previously resident, plus all information and cross-references required to re-
create the system spool control table. You verify and recover the contents of the spool
file according to the warm start recovery level entered by your operator, or by the
default.

You specify a warm start to recover files at one of these levels:

*  Recover completed files only.
All closed and queued files in the spool file, including logs, are recovered.

®  Recover completed log files only.
All closed and queued logs in the spool file are recovered.

*  Recover all completed files plus all incomplete files.
All files that were incomplete (not queued) when the system was shut down are
recovered with the completed files. Console logs and workstation logs are
included with these incomplete files; however, any console or workstation log

records that were not copied from the spooling control and buffer space in main
storage are not recovered.
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Recover all files (complete and incomplete) plus the complete console log.

With this level, called the Aot start, the console log records that collected in the
spooling control and buffer space are recovered along with those in the spool file.
(Workstation log records that collected in spooling control and buffer space are
not recovered, however.) You select the hot start method of recovery when your
operator has taken a system dump of the previously loaded system. You use this
recovery level only after a system crash has occurred. When there is a planned
system shutdown and the spool file is to be recovered at a later time, your
operator should breakpoint the console log and then select one of the other
recovery levels. :

When a warm start is specified, your operator must mount all spool file disk volumes
that were identified during the IPL for the previous system session, After the warm
start recovers the files in the spool file, your operator has the option to tailor how they
are processed, via the output writer, as we described.
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Section 8
Producing Job Accounting Reports

8.1. System Log Accumulation Program (SLSLOG)

As we mentioned earlier (4.6), output spooling lets you save and accumulate job and
workstation logs, and the console logs, in the spool LOG file. You use the system log
accumulation program (SL$LOG) to transfer the logs to your disk or tape file.

The SL$LOG program copies the contents of the job and workstation log files or the
console log files in the spool LOG file and transforms them into the format for input to
the JOBLOG program. Any log file that has been deleted or placed on hold is not
copied. Also, any file that has not been completely printed by the output writer at the
time the SL$LOG program is executed is not copied. In this case, however, such a file
will be copied the next time the SL$LOG program is executed, provided that the file
has been printed.

When you have both the accumulated job and workstation log and the accumulated
console log in LOG, you must execute SL}LOG twice - once for each accumulated log.
After the logs are transferred, SL$LOG deletes them from the spool file.

Unisys provides you with the JOBLOG program, which produces a formatted
accounting report using the job accounting (A) records. A record layout is provided for
the console log (C) records, the job log (L) records, and the workstation log (W and R)
records, enabling you to write a program producing your own report.

8.1.1. SLSLOG Output Files

You use SL$LOG to produce either a sequential disk file or a standard labelled tape
containing 256-byte unblocked records. With either medium, the name (LFD) of the
output file is SYSLOG.

When you're dumping to disk, you can use SLSLOG to transfer the accumulated job
and workstation log or the accumulated console log to a previously opened SYSLOG
file. You must write your accounting and bookkeeping programs to use sequential
access processing.

For tape output, you must mount a new tape with each SL$LOG run. If you use the
same tape, the previous log records are overwritten. Unless you specify otherwise
when you run SL$LOG, checkpoint records appear after each processed log subfile. In
this case, your job accounting and bookkeeping programs should specify
CHKPTREC=YES and FILABL=STD in the input file description.
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8.1.2. SLSLOG Job and Workstation Log Output

When SL$LOG transfers your accumulated job and workstation log records to the
SYSLOG file, you choose whether to have just the log and workstation records
dumped, just the accounting records dumped, or all the accumulated records dumped.
Byte 121 (print position 122) of the output identifies the type of record as follows:

A = accounting record
L = log record

W = workstation record (An R in this position identifies a record generated by a
terminal functioning as a workstation.)

In addition, bytes 123-130 contain a time stamp in the format hh:mm:ss. If your
system is configured without a timer, a sequential number replaces the time stamp.
The time stamp information is not considered critical to the accounting records and is
intended to be truncated if printed on a printer with 120 print positions.

Accounting Record Formats

Job accounting (A) records are 256 bytes long. In the first 132 bytes, SL§LOG
reproduces the image of various accounting records from the accumulated log. Then, in
bytes 133-255, SL$LOG appends information your job accounting programs can use as
keys to sort the accounting records. If your system includes interactive services,

interactive services usage records are included with the accumulated accounting
records.

Accounting Data (Bytes 0-130)

Figure 8-1 shows the layout of bytes 0-130 of the accounting records on a printer
format sheet. Note that the printer format’s byte numbering begins at byte 1, thereby
incrementing the record byte formats by 1. The byte format for these records is given
in the following lists. Uppercase entries show what is actually printed in the field;
entries in parentheses show the type of information.
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Figure 8-1. Format of the Job Accounting Data (Bytes 0-130 of the Job Log's Accounting
Records)
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1. Job Record

Bytes Contents

0-3 ACo01

6-8 JOB

10-17 (Job name)

21-29 ACCT. NO.

31-34 (Account number)

41-56 ASSIGNED MEMORY=
57-64 (Storage size in decimal)

66-76 BYTES (PLUS
78-83 (Size of prologue in decimal)
85-98 BYTE PROLOGUE)

102-109 (Run date in yy/mm/dd format)

112-114 JOB

116 #

117-118  (Job slot number)

121 A

123-130 (Time in hh:mm:ss format)

133-255  (See "Accounting Data Sorting Keys (Bytes 133-255)")
2. System Configuration Record

Bytes Contents

0-3 ACo02

6-10 (Machine type)
13-18 (Supervisor name<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>