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Preface

Since the introduction of the first practical power
MOSFETs, in October 1975 by Siliconix, these de-
vices have undergone major performance improve-
ments and are now widely accepted and used in
power electronics equipment.

Along with improvements in the devices, an under-
standing of how to use these devices in practical
circuits has gradually evolved. Like any new semi-
conductor device, the process of understanding has
been slow and the progress uneven. Even though our
knowledge of these devices is far from complete,
much has been learned which would be helpful to
circuit designers. Unfortunately, this information
has, until now, been scattered through a wide variety
of publications or in some cases was unpublished.

The purpose of this handbook is to solve this problem
by providing a source of detailed, up-to-date infor-
mation on device characteristics and circuit applica-
tions.

This is an ambitious goal, and total success in the first
edition is not possible. What is available here is
essentially a snapshot in time. This book is intended
to be a beginning, not an ending, and subject to re-
vision and updating as our understanding grows. If
the book is to continue to grow and become the cen-
tral reference work for MOSFET applications, it is
vital that you, the reader, send us your comments,

xiii

criticisms, and contributions. If you do this and we
are diligent in correcting and expanding the text,
future editions of this handbook should provide a rich
source of information for the user of power
MOSFETs.

In this first edition, approximately 25 percent of the
material is new, and a number of important issues are
treated here in detail for the first time. Another 35
percent of the material is a rewrite and expansion on
earlier work with an emphasis on putting the informa-
tion in context by interrelating the various subjects.
The remaining material is a collection of application
examples taken from a variety of industries.

The book is divided into four sections. Chapters 1

through 3 discuss the basic operation of MOSFETs.

Chapters 4 and 5 deal with the practical problems of
using MOSFETs from a device point of view. Chap-
ter6 is a collection of applications examples selected
to demonstrate how to use MOSFETS from a circuit
point of view. Chapter 7 provides an introduction to
the testing and reliability of MOSFETs.

The intent throughout is to provide a balance of basic
theory and practical design information since it is our
belief that this leads to the best designs. The balance
should make this book useful to technicians while still
providing plenty of meat for the advanced worker.

Rudy Severns
July 1984
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Chapter 1
Introduction to MOSPOWER FETs

1.1 General Remarks

Introduction

There are two basic field-effect transistors (FETs):
the junction FET (JFET) and the metal-oxide semi-
conductor FET (MOSFET). Both have played impor-
tant roles in modern electronics. The JFET has found
wide application in such cases as high-impedance
transducers (scope probes, smoke detectors, etc.),
and the MOSFET in an ever-expanding role in inte-
grated circuits where CMOS (Complementary MOS)
is perhaps the most well-known.

All of these applications are best described as small-
signal where signal levels are measured in a few volts
and where the relative power levels range from pico-
to micro-watts. Such FETs are microscopically small
with the potential of placing thousands of them upon
a single semiconductor chip.

This handbook is about MOSFETs—power MOS-
FETs—and they are not microscopic. Before the
reader plunges into the text, it is wise to review the
differences between a small-signal FET and a power
MOSFET. Also, the reader should identify our defi-
nition of power since this handbook is for power
applications.

FETs and MOSFETs—How They Differ

Junction FETs (JFETs) and small-signal MOSFETSs
differ in their cross-section as well as in their opera-
tion. Both are majority-carrier transistors in that they
do not rely upon the mechanism familiar to the users
of bipolar transistors: injection, diffusion, and collec-
tion. While the bipolar transistor needs an injection
of base current to initiate transistor action, the FET is
controlled by a gate-to-source potential. Current,
hence power, is not a requirement for FET action.

Before embarking on the differences between JFETSs
and MOSFETs, note that operationally there are
three classes of FETs easily identified in Figure 1:
depletion-mode JFETsS, depletion-mode MOSFETs,
and enhancement-mode MOSFETs.

n-CHANNEL CLASS p-CHANNEL

Vgs

- 0 +
+ . Ip
—A-
DEPLETION-MODE
J-FET
-l
- 0 +
Vgs
Vgs
- 0 +
+|o
-B~
DEPLETION-MODE
MOSFET
-l
- ) +
Vgs
Vgs
- 0 +
+| o
—c-
ENHANCEMENT-MODE
MOSFET
=1
= ) s D

Vgs

The “ABC’s” of FET Bias Control
Figure 1
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Class A is defined as the depletion-mode class; all
JFETs perform in this class. Class B is also defined as
being in the depletion-mode class, but, as can be seen
from the figure, it can support enhancement current.
Class C is strictly enhancement. MOSFETs perform
in either Class B or Class C. No JFET is capable of
performance in either of these latter classes because
it would require forward biasing of the gate junc-
tion—a condition strongly discouraged.

The JFET and the MOSFET have fundamental fabri-
cation differences which are easily visualized from
the cross-sectional view in Figure 2. Here the JFET
has a diffused gate electrode, but the MOSFET has a
gate electrode electrically isolated from the channel.
In this illustration, the MOSFET is a Class C MOS-
FET—more commonly known as an enhancement-
mode MOSFET.

GATE

SOURCE DRAIN

P

CLASS ‘A’ DEPLETION-MODE
J-FET
(@)

DRAIN

SOURCE GATE

CONDUCTIVE GATE
GATE INSULATOR

" T J

P

CLASS ‘C' ENHANCEMENT-MODE
MOSFET

(®)

Cross-Sectional Comparison between a JFET (a) and an
Enhancement-Mode MOSFET (b)
Figure 2

Operation is as follows. Gate control for the JFET
depends upon the manipulation of a depletion field
about the gate diffusion. The gate is biased with an
abundance of negative charge (using an n-channel
JFET as an example) by tying the gate terminal to the
source. As the drain-to-source voltage rises, a deple-
tion region forms and almost all the electrons in the
channel are swept away. The most depleted area is, of
course, between the drain and gate; the least depleted
area is between gate and source. As the drain poten-
tial increases, current will increase but only to a limit
where beyond, with increasing voltage, no additional
current passes. This current limit is called Ipgg
(saturation drain current at zero bias), and the drain
voltage limit is called Vp (pinch-off drain voltage). In

Figure 3, the output characteristics for a typical n-
channel JFET are shown with Ipgg and Vp clearly
identified.

U-290 - OUTPUT CHARACTERISTICS

—oss] Lt
]
I

|
i
|/

0 1
o 4 Vp 8 12 16 20

Vps ~ DRAIN-SOURCE VOLTAGE (V)

Ip ~ DRAIN CURRENT

200

2
L

F LOCUS

Typical Output Characteristics of a JFET
Showing the Saturation Drain Current, Ipgs, and the
Pinch-Off Voltage, Vp

Figure 3

If the JFET gate is forward biased (positively for an
n-channel JFET and negatively for ap-channel JFET),
the pn-junction formed by the gate diffusion would
be in current conduction. Two things occur: first,
substantial gate current would flow resulting in a
lowering of the gate input resistance; and, second, a
slight increase in drain current would be observed.
The latter results from both the contribution of gate
current as well as from some further reduction of the
depletion field which increases the available channel
current.

GATE

SOURCE DRAIN

GATE INSULATOR CONDUCTIVE GATE

o/ J

CHANNEL

Class ‘B’ Depletion-Mode
MOSFET
Figure 4

Gate control for the MOSFET differs from that of the
JFET. A Class B depletion-mode MOSFET, shown in
Figure 4, may be compared with a Class C enhance-
ment-mode MOSFET shown earlier in Figure 2. Note
in the Class B MOSFET there is a channel connecting



the source and drain. Although gate control is essen-
tially the same for both, operationally there is a
difference. For an n-channel depletion-mode (Class
B) MOSFET, a negative potential upon the gate will
deplete the electrons within the channel (like charges
repel, unlike charges attract), and drain current will
be proportional to the gate potential. In fact, the
output characteristics of a Class B MOSFET are
remarkably similar to those of a Class A JFET as
shown in Figure 3. If, however, a positive potential is
applied to the gate, free electrons within the p-body
will accumulate under the oxide and existing n-chan-
nel inverting the p-region. The enlarged n-channel
allows additional drain current to flow over and above
that current flow at zero bias. Thus, the depletion-
mode MOSFET takes on the characteristics of an
enhancement-mode MOSFET.

Conversely, the Class C enhancement-mode MOS-
FET has no current flow until inversion occurs.
Consequently, for an n-channel enhancement-mode
MOSFET, a positive gate potential is required. Closer
examination of Figure 1C shows an offset before
conduction which is called the threshold voltage
(VT). Before drain current flows (before inversion),
an electric field must be established closely dependent
upon such variables as the thickness of the gate
insulation (silicon dioxide), the doping of the body
(which, in turn, controls the availability of free
electrons), and the gate material itself—whether
metal or polysilicon. Threshold voltages generally lie
between 1 and 6 volts.

1-3

MOSFETs and MOSPOWER—The Successful
Solution

Both the Class B (depletion-mode) MOSFET and the
Class C (enhancement-mode) MOSFETs shown in
Figures 2 and 4, respectively, were originally devel-
oped for small signal applications requiring, at most,
a few milliamperes of drain current with attendant
power requirements of a few hundred milliwatts.
There were several interrelated problems inhibiting
high-power performance that were eventually solved
by the introduction of the vertical double-diffused
MOSFET structure. As the reader continues through
this handbook, a clearer understanding of MOS-
POWER theory, design, construction, and applica-
tions will evolve.

POWER: Its Definition Used in This Handbook

World-wide, the semiconductor industry has estab-
lished a 1 watt power dissipation to set apart small-
signal transistors from power transistors. At the time
of this writing (1984), it is premature to establish an
upper limit although we can, without embarassment,
suggest that the upper limit may not be totally the
responsibility of the semiconductor itself but more
probably that of the package. Today packages, such
as the ubiquitous TO3 (TO-204), limit performance
to 250 watts. New packages just now emerging show
promise to 500 watts.




1.2 A Little History

The power MOSFET, as a practical commercial de-
vice, has been available since 1976. However, the
history and attempts to produce power FETs go back
much further. It may come as a surprise, but Shockley,
Bardeen, and Brattain were actually trying to fabri-
cate a field-effect transistor when they stumbled—
yes, stumbled—upon the bipolar transistor. Actually
the field-effect transistor preceded the invention of
the bipolar transistor by nearly 20 years! Although
some try to contest who actually made the discovery,
the U. S. Patent Office credits the invention to Dr.
Julius Lilienfeld—the date of his patent? 1930! Unfor-
tunately, the good doctor did not build the field-effect
transistor (or FET), for in his day semiconductor
material was not sufficiently advanced to be of much
use. After Shockley and his crew developed their
Nobel-prize winning bipolar transistor, Shockley went
on to develop the FET. He announced the FET to the
world in his classic paper [1] where he offered a
general theory of operation and his predictions of
performance.

But Shockley’s work was still 20 years from the
introduction of a successful power FET although he
was very close to the eventual understanding of what
it would take to build a power FET. Many followed
Dr. Shockley, making numerous experimental de-
vices and hoping for power, but they all failed—and
they all failed for the same reason. The path these
unsuccessful experimenters followed was generally to
parallel many cells. What they disregarded, forgot or
tossed off as inconsequential was that paralleling for
additional current handling may drop the channel
resistance, but the parasitic elements increase at a
higher ratio. As a consequence, these early power

1-4

FETs were self-defeating and offered excessively high
parasitic capacitances for the little gain in performance.

Undoubtedly, the breakthrough came in 1959 when a
paper authored by Wegener [2] identified the funda-
mental failing of the classic approach and offered a
remarkable solution. Wegener’s solution was simplic-
ity itself. He proposed that rather than build planar
FETs, we could achieve higher current densities if we
built cylindrical junction FETs. Within a few years of
this remarkable discovery, a plethora of published
papers appeared, scattered through several different
technical journals which announced the successful
fabrication of moderate-power, field-effect transis-
tors. Notable among these early researchers were
Teszner, Zuleeg and Nishizawa[3]. The latter scientist
is well-known for his Static Induction Transistor (SIT)
which made its commercial entry during the mid-
1970’s in Japan.

Unfortunately, their time had not yet come, and little
was heard of these power FETs. A few would appear,
undergo some preliminary evaluation, possibly attain
some publicity, and then quickly fade into oblivion.
Part of the problem was the difficulty in manufacture
and the problem of needing two power sources—one
for drain voltage and the other for gate voltage (they
were depletion mode devices). Finally, without sup-
port engineering, they simply never caught on. Con-
sequently, although occasionally discussed, power
FETs remained dormant until 1976.

In 1976, Siliconix announced the world’s first com-
mercially-available power MOSFET in volume pro-
duction with the registered name MOSPOWER.



Nearly simultaneously with this announcement by
Siliconix, Hitachi of Japan announced the availability
of complementary pairs of power MOSFETS ... and
the race was on. Unlike previous attempts at achiev-
ing power, these devices were first, MOSFETs—
Metal Oxide Semiconductor Field-Effect Transis-
tors—and second, they utilized a novel technology
called double-diffusion, which will be further ex-
plained in a later chapter.

The first Siliconix power MOSFET was of novel
vertical construction, utilizing a four-level semicon-
ductor process and an easily identifiable anisotropic-
etched V-groove shown in Figure 1. Hitachi, on the
other hand, followed the classic planar design with
source, gate, and drain accessible on the top surface
of the chip.

SOURCE

TIIIIIIIIIIIIIILIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIS.

O DRAIN

V-GROOVE DMOS
Figure 1

As the power MOSFET technology improved and
competitors appeared, the technology evolved into
what is now the standard—a vertical, planar four-
layer semiconductor process commonly called DMOS
or double-diffused MOS, shown in Figure 2.

X
EPITAXY T
CHANNEL _ X
SUBSTRATE n+ LENGTH SIN 53°

n+ SUBSTRATE
HIAIIIIIIIIL S Y IIIEIIIIEIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIs

O
CHANNEL LENGTH DRAIN

Planar Vertical Double-Diffused Power MOSFET
Figure 2

It is important for the reader to note that despite the
various trade names (TMOS, HEXFET, SIPMOS),
the basic operation and construction of the power
MOSFET are, for all practical intent, identical.
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1.3

Fundamental Limitations of

Power MOS Transistor Performance

The goal of power MOS transistor suppliers is to
produce devices with the best performance and the
lowest manufacturing cost. When die manufacture
alone is considered (i.e., the cost of assembly and test
are ignored) this goal becomes the production of
devices with the lowest on-resistance per unit area for
a given breakdown voltage. While one might con-
clude that this statement is obvious, the method for
obtaining this performance is not. There are many
practical considerations to be made before the
“optimum” design for even a single voltage is ob-
tained. Various engineering approaches have ledto a
large number of device designs in the growing power
MOS transistor field.

Before discussing the practical issues faced when
optimizing device performance, it is appropriate to
identify the theoretical maximum performance per
unit area as a standard against which various manu-
facturer’s devices can be measured. This limit,
shown in Figure 1, is obtained when the product of
the resistance of a block of silicon and its surface area
are plotted as a fraction of its breakdown voltage.
This “normalization procedure” assumes that 100
percent of the surface of the silicon is injecting car-
riers and that 100 percent of the theoretical break-
down voltage of the silicon is obtained. Both of these
assumptions can never be achieved in real devices,
but it is possible to obtain accurate estimates of the
limits imposed by practical considerations.

The utilization of the transistor chip surface may be
examined in two steps. First, the percentage of the
surface area available for the active device is deter-
mined. The relationship between the chip area and
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the potential active chip area may be derived from
knowledge of the width of the region at the perimeter
of the chip required for device termination, the num-
ber and size of the bonding pads, and the spacings and
tolerances required for the active area.



A graph of this relationship consists of the three
regions outlined below for a device with source and
gate bonding pads on the surface.

The chip size is dominated by the need
for the two bonding pads placed far
enough apart to allow for bonding.

Region I:

Minimum size bonding pads and min-
imum conductor widths are sufficient
for the current densities involved.

Region II:

Region III: The current density increases to a level
that requires either greater than min-
imum conductor widths and bonding

pad sizes.

Figure 2 shows the percentage utilization versus chip
area for MOSPOWER transistors with two bonding
pads and a nominal width for the region at the edge of
the chip. For a chip 20 mils on a side (500 um on a
side), the surface utilization is below 40 percent, but
rises rapidly to approximately 80 percent for a chip
40 mils on a side. If a manufacturer chooses to elimi-
nate the area of the chip dedicated to the source pad
and to “bond over active area,” the chip utilization is
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improved by another 5 to 7 percent over the utiliza-
tion factor shown in Figure 2.

The surface geometry and layout dimensions chosen
by a device manufacturer also impacts the device
efficiency. The surface geometry requires optimiza-
tion to obtain the greatest amount of injecting source
perimeter per unit area. Figure 3 compares the layout
efficiency of various surface geometries. While the
geometries differ in efficiency by only a few percent,
the ““square-on-hex” pattern is most efficient. The
width of the gate region must also be optimized.

Figure 4 shows the cross section of a contemporary
MOSPOWER transistor. If the gate width is too
large, surface utilization is poor; while if it is too
small, the JFET formed by the body region results in
anincrease in device resistance. Optimum gate width
is a function of the resistivity of the drain region and
decreases as the voltage rating of the device
decreases.

The voltage rating of the MOSPOWER transistor
also sets limits on device performance. At high volt-
ages, devices are designed to obtain a breakdown
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voltage close to the theoretical minimum value set by
the silicon. As the voltage is increased, it becomes
difficult to obtain greater than 80 percent of the theo-
retical maximum. As the voltage rating decreases,
another limit is encountered. The decrease in gate
width and other device dimensions cannot continue
indefinitely as the voltage rating decreases. The re-
quirements for low resistance ohmic contacts to the
source and body regions set a minimum source
and body contact dimension, while the lateral
diffusion of the body region beneath the gate
sets another minimum dimension. These mini-
mum dimensions establish a limit for low voltage
devices.

When all of the limits discussed in this section
are imposed on a power MOS transistor, the
“‘practical limit”’ of Figure 5 results. This figure
accounts for all of the overhead requirements for
edge terminations, bonding pads, device dimen-
sions, surface efficiencies, and voltage effects
discussed. (This figure assumes an 85 percent
surface utilization value.) The performance of
various contemporary devices are also included
on this figure for information.
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Chapter 2
Power MOSFET Structures

2.1 Principles of MOSFET Operation

One of the attractive features of MOSFET: is the
ease with which the basic principles of operation can
be understood. In many ways, the MOSFET is a solid
state equivalent to a vacuum tube and, at least for first
order behavior, is as easy to understand.

A simplified model will be used to explain how a
MOSFET works. The model chosen does not repre-
sent how practical devices are actually built, but it
does operate in the same manner and makes the
explanation easier. This discussion will address an n
channel device. A p channel device would be just the
opposite, with n and p regions interchanged. The
basic operation is, however, still the same.

Figure 1a shows an npn junction structure. In many
ways, this structure is identical to a bipolar junction
transistor; the differences arise from the connections
made to this basic structure. As shown in Figure 1b,
for a MOSFET (Metal-Oxide-Semiconductor Field
Effect Transistor), three ohmic contacts and an insu-
lated capacitor plate are added to the npn structure.
As long as the potential between body and gate is not
positive, this device is essentially two diodes back-to-
back (Figure 1c), and only a small junction leakage
current will flow if a + or — potential is applied
between the n region ohmic contacts. In this state,
the device is OFF.

The p region is doped so that there are more holes
than electrons. This is, by definition, what makes it a
p region. Even though the holes outnumber the
electrons, there are still plenty of free electrons in the
p region, and if the gate is made positive with respect
to the body, some of these electrons will be attracted
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n-Channel MOSFET Structure
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to the gate structure, as shown in Figure 2a. Due to
the presence of the gate oxide insulator, the gate
metal and the body semiconductor form a capacitor
which accumulates charge. Even if the potential
between the gate and body is small (0-3V), the
electron density in the body side of the capacitor will
be less than the hole density and the device acts like
two diodes back-to-back with a moderate increase in
leakage current.

As the gate to body potential is increased, however,
the charge density in the body, immediately adjacent
to the gate oxide, will increase to the point where the
electron density exceeds the hole density, and a




portion of the body region (the channel) inverts to
become n rather than p. This is shown in Figure 2b.
The semiconductor structure is now n-n-n and has
become simply a silicon resistor through which current
can flow easily in either direction (Figure 2c). This
is a variable resistor in which the resistance of the
channel is controlled by the potential from gate to
body.
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There is a limit to the minimum resistance of the
channel. As the gate-body potential is increased,
more charge collects in the channel region. This
charge acts like an electrostatic shield to reduce the
field in the rest of the body. This action very closely
resembles the effect of space charge in a vacuum tube
which acts to reduce the electron emission from the
cathode. In a MOSFET, this “space charge” acts to
limit the additional charge in the channel so that the
channel resistance quickly reaches its minimum value.

This charge scenario can be used to explain the
RDS(on) versus VGS characteristic shown in Figure
3 which is typical of all power MOSFETs. Region I
corresponds to the condition when the accumulative
charge is not sufficient to cause an inversion. Region
II corresponds to the condition where sufficient charge
is present to invert a portion of the p region, forming
the channel, but not enough that the “space charge”
effect is important. Region III corresponds to the
charge limited condition where RpS(on) does not
change appreciably as the gate-body potential is
raised.
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MOSFET Turn-On Characteristic
Figure 3

At low values of drain-source voltage (VpS), the
MOSFET, when turned ON, acts much like a normal
resistor. However, as VDS is increased, RDS(on)
becomes a function of Vp§ as illustrated in Figure 4.
For high values of Vps (>10-20 V), the MOSFET is
no longer a resistor but acts as a very good current
source if the gate-body voltage (VGS) is fixed. The
transition from resistor to current source will depend
on V@GS, as indicated. The actual behavior in the
resistor region will vary depending on the design
compromises adapted for a particular device.
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Vps —»

Comparison Between a MOSFET and a Normal Resistor
Figure 4

For example, some power MOSFETs have a linear
RDS(on)/VDS curve, like a normal resistor. Other
designs, where a minimum RDS(on) at low VDS is
desired, will have a curved characteristic as indicated
by the dashed line in Figure 4.

Both of these effects are caused by a narrowing or
“pinch off” of the channel as Vpg§ isincreased. Figure
Sillustrates the channel narrowing or pinch off.



Channel Pinchoff in a MOSFET
Figure 5

For a variety of reasons, a practical power MOSFET
does not have four terminals. The normal practice is
to connect the body directly to one of the r regions as
shown in Figure 6a. When this is done, the n region to
which the body is connected is defined to be the
source connection. The other n region becomes the
drain connection. To turn the device ON, the gate is
made positive with respect to the source.
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The body-source connection places a short between
the base and the emitter of the parasitic npn BIT as
shown in Figure 6b. The base-collector junction is,
however, still present so that the equivalent circuit for
the MOSFET is a MOSFET in parallel with a diode
as shown in Figure 6c.

For most applications, this equivalent circuit is ade-
quate, but in some cases, a more accurate model is
needed. Inherent in the structure of the MOSFET
are parasitic resistances and capacitances. These par-
asitic elements are shown in Figure 7a and the equiv-
alent circuit in Figure 7b.
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Parasitic Elements Present in a MOSFET
Figure 7

The effect of these parasitic elements on the device
and circuit behavior is discussed in Sections 2.2, 3.1,

The Body Diode in a MOSFET
3.2,5.4,and5.5.

Figure 6
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2.2 FETs and BJTs as
Charge-Controlled Devices

‘‘Field-effect transistors are voltage-controlled
devices, and bipolar junction transistors are current-
controlled devices.”’

The implication of these familiar statements is that
FETs and BJTs are fundamentally different, and must
therefore be incorporated differently into a circuit
environment. To the contrary, the point made in this
introductory chapter is that both device types are
fundamentally the same, in that they are charge-
controlled. This point of view is particularly useful
with respect to switching (digital) applications, and
even more important for high-power switching ap-
plications such as switched-mode power conversion.
The main conclusion is that, as switches, FETs must
be driven just as ‘‘hard’’, both ON and OFF, as BITs
in order to achieve comparable switching speeds.

In the broad sense of this chapter, all low-frequency
electronic devices are charge-controlled, including
that old-fashioned device, the TUBE. The term ‘‘low-
frequency’’ here means that ‘‘transit-time’’ devices,
such as the travelling-wave amplifier and the klystron,
are excluded.

There are, of course, many differences between the
various types of charge-controlled devices, differences
which are of greater or lesser importance depending
upon the application, and most of the balance of this
book is concerned with these differences. Only one
of these will be discussed in this chapter, namely,
the requirement for a steady state input current in
order to maintain an ACTIVE or ON condition in
the BJT; the absence of this requirement in the FET
is the principal reason why the FET is commonly
thought to be fundamentally different from the BJT.

2-4

However, it will be seen that this difference is of
only secondary importance in both switching and
analog amplifier applications.

The Principle of Charge-Controlled Devices

Current is rate of flow of charge, expressed in the
basic relation

current = charge X rate of flow

Therefore, for a current to exist, there must be:
1. charge present capable of moving
2. a controlling quantity to make the charge
move

In the simple device represented in Fig. 1, there is
a “‘channel’” terminated at two contacts by which the
device may be connected through a switch to an
external circuit containing an emf potentially capable
of controlling the circuit current. If the channel is an
insulator, there is no mobile charge available, so no
current flows even though there is a controlling quan-
tity available when the switch is closed.

If the channel is a conductor or an n-type semicon-
ductor, as represented in the corresponding structure
of Fig. 2, there are two types of charge originally
present: positive charge on the crystal lattice ions,
and negative electron charge. The channel is electri-
cally neutral, and the total negative charge equals the
total positive charge.

When the external circuit switch is closed, the emf
sets up an electric field in the channel which exerts
a force on both charge types. However, only the
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negative electron charge is mobile and capable of
carrying current; the positive charge is constrained to
the fixed lattice ions. In the diagram of Fig. 2, a
(clockwise) flow of electrons results, constituting a
counterclockwise steady state (DC) current in which
the electrons in the channel may be visualized as
moving continuously past the fixed positive charges
while retaining the same density distribution; that is,
the channel is still essentially electrically neutral.

In the two-terminal device of Fig. 2, the controlled
current is collected at the same terminal at which the

controlling quantity is applied. The essence of a three-
terminal active device such as the FET or the BJT
is the separation of control and collection functions
so that control is exercised at an input terminal and
the resulting controlled current is collected at an
output terminal.

The FET

Consider again the device of Fig. 1 containing the
insulating channel. How can mobile charge be intro-
duced into the channel? That is, how can the device
be converted into an electronically operated switch
in which current collected from the channel can be
controlled by a third terminal?

Charge can be induced in a previously insulating
channel by induction across a dielectric. Suppose such
a dielectric is introduced in a layer between a third
(control) terminal and the side of the channel, as in
Fig. 3(a). The control terminal, the dielectric, and
the channel connected to the lower terminal constitute
a capacitance: if a positive charge Q7 is inserted at
the control terminal, an equal negative charge Q~ is
induced in the channel on the other side of the die-
lectric. This negative charge is capable of carrying
current, so that if a positive potential is applied to
the upper channel terminal by closing the output cir-
cuit switch, a current flows as in Fig. 3(b). This is
the principle of the FET, in which the control terminal
is designated the gate, and the lower and upper chan-
nel terminals are the source and drain, respectively.

Quantitatively, the device turn-on process from the
OFF into the ACTIVE mode is as follows. A charge
Qt is placed on the gate by an input current
Ijn = dQ/dt; the gate-channel capacitance is thereby
charged up and an equal and opposite charge

— = — Q™ of electrons is induced in the channel.
If a positive potential is placed on the drain, an output
current results that is given by Ioyt = —Q~—/7t, where
Q™ is the charge in transit, and 7¢ is the mean transit
time of the charge Q— that is in transit between the
source and drain.

The most significant features of this process are:

(1) To establish mobile charge in the channel, an
input transient current (capacitive charging cur-
rent) is required.

(2) After a steady state is established, the controlling
charge Q1 remains static (there is no more input
current), but the controlled charge Q™ is'in con-
tinuous motion clockwise around the output cir-
cuit, constituting a steady state (DC) output
current. Thus, even though the total charge in
transit in the channel remains constant at Q—,
the individual negative charges are constantly
being replaced, entering the channel at the
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Principle of a charge-controlled device (FET): (a) An insulating

channel can have mobile carriers induced in it by a control

charge inserted at a control (input) terminal (gate); (b) the

induced channel charge is capable of carrying (output) current

when a potential is applied to the collection terminal (drain).
Figure 3

source and leaving at the drain after a mean
transit time 7¢.

(3) The magnitude of the output current
Iout= —Q— /Tt is determmed by the controlling
charge Qt

These three statements descnbe the principle of a

charge-controlled device, in which a current in an

output circuit is controlled by the charge placed on

a control terminal.

For clarity in the above explanation of the control
and collection functions, the potential at the output
terminal was asssumed to be applied by a switch after

the mobile charge was made available; in practice,
the output potential is usually present before the con-
trolled charge is introduced, and the device itself
becomes a (controlled) switch. In this case, the output
current rises as the controlling charge is placed on
the control terminal: thus, the rise-time 7y of the
output current is determined by how fast the con-
trolling charge Q% is applied, that is, by the mag-
nitude of the input current Ijn = dQ%/dt. Therefore,
to turn the device on fast, a large input charging
current is needed.

An equivalent circuit model of the FET and associated
input and output current waveforms are shown in
Fig. 4. The essential features of this charge-control
representation are the dependent current generator
controlled by the input charge, and the turn-on wave-
forms showing that the rise time to a given output
current is shorter if the required controlling charge
is applied faster, requiring a larger transient input
current (for a shorter time).
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Basic equivalent circuit model of a charge-controlled device
(FET). The same control charge inserted or extracted over a
shorter time lowers the rise or fall time, respectively.

Figure 4

A steady state, or DC, output current continues to
flow as long as the controlling charge remains (stat-
ically) at the control terminal. Equally important
as turn-on is the reverse, turn-off, requirement: to



stop the output current, the controlling charge must
be extracted, requiring a reverse gate current.
To turn the device off fast, which means a short fall
time 7f, the controlling charge must be withdrawn
fast, requiring a large gate extraction current
Iin = —dQt/dt. The turn-off waveforms are also
shown in Fig. 4.

The essential charge-control quantitative relations may
be summarized as:

L = dot
in dat
Q— = —-Qt
I O
Iout = T_t‘

The charge-control model represented by Fig. 4 em-
phasizes that, to realize the potential fast speed of
the FET, the gate drive source must be low impedance
and capable of both supplying and sinking the required
transient insertion and extraction control charge
currents.

The input capacitance shown in the model of Fig. 4
merely accounts for the fact that a voltage appears
at the input: it is a nonlinear capacitance, and so the
input voltage is a nonlinear function of the control
charge. However, the charge-control description of
the device operation makes it clear that it is the input
charge that does the work, and the input voltage is
of strictly secondary importance.

The BJT

The charge-control description of the BJT almost ex-
actly parallels that of the FET, with appropriate
change of terminology.

In an npn junction transistor, the channel is the base
p region, and the lower and upper contacts are the
emitter and collector n regions, respectively. A con-
ducting contact on the side of the base region becomes
the third, control terminal, as shown in Fig. 5(a).

An input current Ij = dQ7*/dt introduces positive
charge (holes) into the base region, which induces
an equal negative charge Q— of electrons to be in-
jected into the base region from the emitter. This
negative charge is capable of carrying current so that,
if a positive potential is applied to the collector ter-
minal, an output current Iyt = — Q™ /r¢ flows where,
again, Q— = —Qt is the total charge in transit
through the base region, and 7¢ is the mean transit
time between emitter and collector.
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Figure 5

The most significant features of the BJT are identical

with those of the FET:

(1) To establish mobile charge in the base, an input
transient current Ijp = dQ7/dt is required.

(2) After a steady state is established, the controlling
charge Q1 remains static, but the controlled
charge Q— is in continuous motion around the
output circuit constituting a steady state DC output
current. Thus, even though the total charge in
transit in the base remains constant at Q—, the
individual negative charges are constantly being
replaced.




(3) The magnitude of the output current
Iout = — Q™ /7t is determined by the controlling
charge Qt = —Q~—.

Also, if the collector potential is previously present,
the collector current rises as fast as the controlling
charge is introduced into the base input terminal, so
again a large input current Ij = dQ+/dt is necessary
to achieve fast turn-on. Similarly, fast turn-off
requires a fast extraction of the control charge by a
large negative input current Ij = —dQ/dt.

So far, the properties of the BJT are seen to be
identical to those of the FET, and so the same charge-
control model and associated input and output current
waveforms as in Fig. 4 are applicable. There is,
however, one difference in the physical device struc-
ture that leads to an additional effect.

In the FET, the controlling charge Q1 and the (equal)
controlled charge Q— remain separated on opposite
sides of the gate dielectric. In the BJT, on the other
hand, the controlling and controlled charges occupy
the same physical volume, namely, the base region;
nevertheless, the one-to-one ratio still exists, and again
the resulting base-emitter voltage is (nonlinearly) re-
lated to the control charge Q+ by the diffusion or
storage capacitance that replaces the gate-channel
capacitance of the FET in Fig. 4.

The presence of positive charge (holes) and negative
charge (electrons) in excess of their equilibrium con-
centrations, in the same physical volume, leads to a
gradual loss of both by the process of recombination.
Therefore, after a BJT is turned on, the collected
(output) current gradually decays back to zero as the
controlling and controlled charges are lost to
recombination.

Conversely, if the collected current is to be prevented
from decaying, the recombination charge loss must
be replaced: thus, a steady state (DC) maintenance
control current must be provided to keep feeding in
control charge Q1 at the same rate that it is lost by
recombination. This loss rate is Qt/r, where 7 is
the mean lifetime of the hole-electron pairs in the
BIJT base region.

To account for recombination loss, the charge-control
model and associated current waveforms of Fig. 4
may be augmented, as in Fig. 6, to represent an
additional feature of the BJT:

(4) To maintain the original DC output current at
turn-on, a maintenance input DC current must be
provided, represented in the model by the current
through a resistance in parallel with the storage
capacitance.
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Basic equivalent circuit model of a charge-controlled device
(BJT). A maintenance DC base current lo,t/3 is required to
make up for the hole-electron recombination loss of the stored
charge.

Figure 6

The essential charge control quantitative relations are
correspondingly augmented to become

do+ +
Q- = —Q+
- Q=
Iout = '7?

In the steady state condition in the ACTIVE region,
only the DC maintenance component of the input
current remains, and the ratio of the DC output to
DC input current is

Iout

=7 =
T, IDC ~ 7t = or hFg



where 8 and hfg are the familiar symbols for the
“‘current gain’’ of the BJT.

It is clear that from a switching point of view the
FET and the BJT are identical in principle. Both are
charge-controlled devices whose input is capacitive,
and to make the device operate fast the input capac-
itance must be charged and discharged fast, that is,
the drive must be capable of sourcing and sinking
sufficiently large transient currents.

In contrast, the most obvious difference between the
BJT and the FET, the presence of DC input current
in the BIT, is irrelevant as far as the switching prop-
erties are concerned. It may be noted that the same
conclusion applies to the BJT operated as an analog
amplifier: for high frequencies the input admittance
is dominated by the diffusion susceptance, and the
B is irrelevant; only for low frequencies, down to
and including the DC bias conditions, is the input
admittance dominated by the B-determined conduc-
tance. From this viewpoint, an ‘‘ideal’”’ BJT would
have an infinite 8, as essentially does the FET.

Charge-Controlled Devices as Digital or
Power Switches

All the above discussion has been related to how a
charge-controlled device is driven from the OFF to
the ACTIVE region, and back, in order to emphasize
the underlying simplicity of the device nature. In
practice, when operated as a switch, either in digital
signal processing or in switched-mode power pro-
cessing applications, the device is driven from OFF
through the ACTIVE to the ON or saturated condi-
tion, when additional effects come into play. Never-
theless, the charge control description continues to
be useful and, qualitatively at least, the additional
effects can be accounted for by superposition.

When a device is used as a switch, the initial turn-
on phase is the same as already described: when the
collection potential is already present on the output
terminal, the channel charge Q— begins contributing
output current as the input current Ijy = dQ¥/dt
induces the corresponding charge —Q— = Qt. A
load carrying the output current causes the output
terminal collection potential to fall. If this potential
remains high enough to continue to collect all of the
channel charge after the input current ceases, the
device is turned on into the ACTIVE region as already
discussed.

However, if the output terminal potential falls suf-
ficiently low that it ceases to collect all the induced
channel charge before the input current ceases, then
the saturated ON condition results in which the output
current is limited to a value determined by the output
circuit. Since input current continues beyond the point
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at which all the induced charge can be collected, the
device is being overdriven and excess or uncollected
charge is present in the channel. The waveforms are
shown in Fig. 7, in which the saturated ON condition
replaces the final ACTIVE condition as a result of
input current being present beyond the time needed
for saturation.

Al

CHARGE-CONTROLLED
DEVICE (FET OR BJT)

o

MAINTENANCE CURRENT
INPUT (BJT ONLY)
CURRENT i
in |

EXCESS CHARGE —%2

VALUE IN ABSENCE OF SATURATION

OUTPUT
CURRENT
lout

SATURATION VALUE LIMITED BY
OUTPUT CIRCUIT

-y
STORAGE TIME 'S i

|
OUTPUT |
VOLTAGE SATURATED ON VOLTAGE }

)

Charge-controlled device operated as a switch: overdrive is
needed to cause output saturation, resulting in excess stored
charge that must be withdrawn before the switch begins to
turn off (causing the storage time).

Figure 7

In the saturated ON condition, the channel contains
two components of charge: the charge necessary to
contribute the saturated output current as if the device
were in the ACTIVE condition, plus the excess
charge. From a practical point of view, there must
always be some margin of excess charge to ensure
that saturation is maintained, and also, the larger the
excess charge the smaller is the saturation voltage
drop along the channel, which is a desirable circuit
property in the ON condition.

If the device is a BJT, there must be a suitable steady
state input current to maintain not only the active
but also a suitable excess channel charge.

When a charge-controlled device is to be turned OFF,
a qualitatively new effect occurs when the initial con-
dition is saturated. As also shown in Fig. 7, the turn-

A



off input current must first extract the excess charge
before the output current begins to fall. This interval
is known as the storage time 7g, familiar in BJT
devices, and the greater the excess charge the longer
the storage time for a given turn-off input current.
However, a quantity analogous to storage time also
exists in FETs, although quantitatively it is much
shorter than in BJTs because the excess charge is
much smaller. Nevertheless, it is notable that even
this (charge-control) property is qualitatively the same
in both FETs and BJTs.

Optimization of base drive circuits for BJTs involves
choice of suitable tradeoffs between the three con-
ditions turn-on, saturation, and turn-off. The prime
consideration is, of course, fast insertion and extrac-
tion of the controlling charge to obtain fast rise and
fall times. However, a compromise must be found
between the conflicting requirements of low saturation
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ON voltage drop (large excess charge) and short stor-
age time (small excess charge). ‘‘Proportional base
drive,”” in which the ON maintenance base current
is made proportional to the output current (by a pos-
itive feedback transformer connection) is often used to
alleviate this conflict.

The FET is ‘‘easier’’ to drive than the BJT, not
because one is ‘‘voltage-controlled’’ and the other
‘“‘current-controlled’’, but because in the FET a
maintenance ON gate current is not required, and the
““‘storage time’’ is much smaller, so the design tradeoff
between ON drop and storage time is essentially
eliminated without the need for proportional drive.
Basically, the FET and BJT are both charge-con-
trolled, and both must be driven from a low-impe-
dance source capable of both sourcing and sinking
sufficient current to provide the desired turn-on and
turn-off times.



2.2.1 Charge Transfer Characteristics

Introduction

Casual readers might question beginning the study of
hybrid power FET circuits by examining the charge
transfer characteristics. Indeed, some readers unfa-
miliar with power FETs might erroneously believe
that no energy, ergo no charge, is needed to operate a
power FET. Furthermore, these same readers might
anticipate that the coupling of a high gate impedance
power FET to a bipolar transistor or thyristor would
obviate any need for an intermediate power driver
other than, perhaps, a level shifter. Under some
conditions, these might be proper assumptions, but
first examine exactly how to turn ON a power FET.
Surprisingly, it is similar to that of a bipolar transistor
since both the power FET and the power bipolar
transistor are charge-coupled devices!

Although the power FET and the power bipolar
transistor are both charge-coupled devices, much of
the similarity stops there. Operation of a power
bipolar transistor is principally concerned with cur-
rent gain whereas the power FET is, in effect, a
voltage-controlled current source. If, indeed, this is
true then how can a power FET be called a charge-
coupled transistor?

The answer lies in the way a power FET is turned ON.
More properly it is identified as an enhancement-
mode MOSFET. This section concentrates on the
operation of an n-channel, enhancement-mode power
MOSFET remembering that the p-channel enhance-
ment-mode power MOSFET obeys all the same
laws but in complement. Any enhancement-mode
MOSFET requires a finite gate voltage before con-
duction occurs. The level at which it conducts is called
the threshold voltage, VT. As the gate voltage begins

to rise (more positively for an n-channel MOSFET
and more negatively for a p-channel MOSFET), two
events begin: As the gate potential rises, channel
inversion begins (see Figure 1), and the input capaci-
tor, Cgs, begins to charge. In reality, the second event
precedes the first; the order is reversed here for
emphasis since the first event is recognized without
explanation. The current necessary to charge this
input capacitor is computed using the following
equation.

—'4|]

SOURCE

.||._l

LAYER

Cgs = Cgs + Cgn +

?_-— — —n+ —  SUBSTRATE §

Foman

n= CHANNEL

Positive Gate Bias Inserts the p-Region Immediately Beneath
the Oxide to Effect Majority-Carrier Current Flow
Figure 1

av
— 1
at @)
where, dv is the gate-to-source voltage, Vgs
atis the rise time of the incoming signal
Cis the input capacitance, Cgs, prior to
turn-ON.
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but

Q=Cov 2)
so combining Equations (1) and (2) yields
Q=i ?3)

where, Q is the charge necessary to raise the gate to
Vgs.

What is unique about equation (3) is that it is easily
measured! However, before looking into the mechan-
ics of how to measure charge, note that the discussion
up to this point only involves the gate charge prior to
turn-ON [see equation (1)]. The entire switching cycle
must be examined. The portion thus far is known as
the subthreshold region.

(a) The Dynamic Characteristics of Gate Charge

Up to this point, the power MOSFET is OFF. The
input capacitor, Cgs, has a charge, Q, so the voltage
across this capacitor is equal to the threshold voltage,
VT, of the MOSFET. At this point, it might seem
that only a small additional charge is necessary to
drive the power MOSFET into action, that is, into
conduction. When this occurs, the MOSFET is in the
dynamic region—the transition region that demands
attention.

Generally, whenever power MOSFETs are used as
switches, they operate in what is commonly called the
common-source mode as shown in Figure 2. As this
transition region is entered, the charge characteristics
are greatly altered by a phenomenon called the Miller

effect.

+ Vpp

o out

n-CHANNEL

Common-Source Configuration. Source is “Common’’ Both
to Input Circuit as Well as Output Circuit
Figure 2
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(a.1) Driving the power MOSFET into Conduction

In Figure 3, the complete charge-transfer characteris-
tics of a typical vertical planar double-diffused
(VDMOS) MOSFET, region 1 is the area previously
discussed, the sub-threshold region.

Two very noticeable events occur in region 2. First, in
time, the drain-to-source voltage begins to drop;
second, what appears to be an incredible increase in
input capacity, Cgs, occurs as the fast-rising gate
potential apparently stalls [see equation (2)]. What is
happening is simply the Miller effect brought about
through the interaction of the feedback, or gate-to-
drain capacitance, Cgd (more commonly recognized
in FET terminology as Reverse Transfer Capacitance,
Crss), and the common-source forward voltage gain,
Avy.

Cin = Cgs + Cgd(1 — AV) ()]
where
Av = dVds

ans

Remember that the quantity, dV(ds, is, for an
n-channel MOSFET, a negative value, and for a
p-channel MOSFET, the quantity, Vgs, is a negative
value. Thus in either case, this equation is calcu-
lated as (1 + voltage gain).

Thus, either considerably more time is needed
(assuming that the charging current, i, is a con-
stant), or, to keep time, t, a constant considerably
more current is needed. One thing must be kept in
mind: the execution of equation (4) is not easy! If
the charge-transfer characteristics for the particular



power MOSFET are available, use them! Poised to
move into the conduction or transient region, first
take time to see how to use these charge-transfer
characteristics.

(a.2) Using the Charge-Transfer Characteristics

It takes a finite charge to energize a capacitor and that
charge, Q, can be calculated using equation (2). If
equation (2) is merged with equation (3), a constant-
current source will provide a linear rate of increasing
voltage with time, dt, as seen in Figure 4 as well as in
region 1 of Figure 3. If the capacitance changes, for
example, or if it increases because of the Miller effect
then with a fixed charging current, i, the charge time,
t, increases. Additionally, the effect of increasing
capacitance (Miller effect) upon the voltage, 9V, can
be examined. Where, with a fixed capacitance the
rate of change was linear, now there is an abrupt
slowing. All of these effects may be seen by careful
examination of Figure 3.
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£

A Linear Charging Rate Results When a Capacitor is
Charged from a Constant-Current Source
Figure 4

To determine the amount of energy necessary to move
a power MOSFET from a normally OFF state to a
normally ON state, the difference in charge provides
the answer.

W = 1/2(9Q) (8V) )
Using data extracted directly from Figure 3, we can
calculate, with precision, the input capacitance states
in all three regions: the subthreshold region (region
1), the turn-ON region (region 2), as well as after
VSAT has been passed (region 3).

From equation (2) calculate the capacitance in the
subthreshold region remembering that at the begin-
ning of our initial turn-ON charge, Vgs = 0, which
simply means that 9V = 9 Vgs.

Q

C=—

(6)
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Next the Miller effect must be considered: the appar-
ent flattening of the charging cycle. Since the calcula-
tion of input capacitance is, from equation (2), merely
the slope of the charge curve, it appears to be a
tremendous increase in input capacity. Fortunately,
equation (4) can be bypassed; Cjp is easily deter-
mined by an obvious extension of equation (2).

aQ

v

Q2-Q1

Vgs2 — Vgsi (

Cin =

This value of Cjp obtained from equation (7) equals
that value that might have been obtained from equa-
tion (4) after a lot of labor. Finally consider the
calculation of input capacitance for region 3, and an
equation similar to equation (7):

®)

Whether these equations are used to calculate the
various input capacities or simply observed from
Figure 3, it is clear that Cjp of the subthreshold region
(region 1) differs from the Cjp of region 3—the
former being somewhat lower. The reason for this is
that capacitances within a power MOSFET—as with
any FET—are depletion-field dependent. Being de-
pletion-field dependent, they are voltage dependent
as is evident from Figure 5. Since in the subthreshold
region a power MOSFET is OFF, the drain voltage is
at the rail, but when driven into full conduction, the
voltage across the MOSFET is simply its VSAT, at
worse only a few volts.

(a.2.1) Calculating Switching Times from Charge
Transfer

These charge-transfer characteristics can also be used
to determine switching times with remarkable preci-
sion. Aside from turn-ON and turn-OFF switching
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times, the delay times must be considered. The first
delay is that time required for the input capacity to
charge to the threshold voltage at which turn-ON
begins. In actual practice, turn-ON time (or more
properly rise time) is generally specified as that
interval between the 90% and 10% rise time, so
region 1 really extends a bit further than the threshold
voltage and, conversely, region 3 begins at the 10%
level. A careful study of Figure 3 shows this quite
plainly. The second delay is at turn-OFF when the
input capacitor must be discharged to the voltage
where the channel begins to revert to the non-
conducting state. This latter state is akin to storage-
time delay caused, not by minority carriers as might
be anticipated with a power bipolar transistor, but by
overcharging the input capacitor when the power
MOSFET switch was turned-ON.

There are three equations which can be used with the
charge-transfer characteristics as depicted in Figure 3
to determine the three switching times: turn-ON
delay, td(on); rise time, tr; and turn-OFF delay,
td(off). A fourth, fall time, tf, cannot be calculated
using the charge-transfer characteristics of Figure 3.

Q1 VGG
t = — R n ————— 9
d(on) Vgl gen X1 VGG - Vgl ®
Q2 -01 Vv - Vg1
= =2 Rgen tn 200 2L (g
Vg2 = Vg1 VGG - Vg2
Q3 -Q2 VGG
t = = @
d(off) VGG - Vg2 gen *N Vg2 (1)

where the first two terms within each equation, 9Q

Rgen, represent the classic RC time constant where
Rgen is the driving impedance as seen from the gate
terminal.l

The correlation of calculated switching time using
these equations with that of measured data can be
precise if data is taken carefully from the charge-
transfer characteristics such as has been done in
Figure 3.

Before addressing the so-called problem of fall time,
tf, and why it cannot be calculated from the data

1Occasionally data sheets with erroneous generator
impedance listed with the switching time parameters
are discovered. If a data sheet offers a switching time
test circuit, check whether the gate shunting resistor is
considered in parallel with the generator impedance,
viz., the correct value of

RI X R2

Rpep = ————
80 R1 + R2
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contained in Figure 3, the method used to generate
the charge-transfer characteristics must be considered.

(a.2.2) Developing the Charge-Transfer
Characteristics

In Section (a.2), the charge-transfer characteristics
were derived by observing the gate voltage with
respect to time with a constant-current drive. That, in
effect, is how the characteristics shown in Figure 3
are developed. Achieving the drain voltage character-
istics involves nothing more than a simple monitor on
the drain terminal of the power MOSFET under test.
The circuit for this characterization is shown in Figure
6. Although admittedly simple, a few rules must be
observed if these will be used to evaluate the charge
characteristics. The first rule is to make absolutely
sure that the base line—the abscissa—is in easy-to-
divide integers. If the current source is fractional, for
example 4.7 mA, then the sweep rate should be such
that the product (iet) is 5 nC/cm and not 4.5 nC/cm
which would occur at a sweep speed of 1 ws/cm. The
second rule, which regrettably is often times beyond
control, is to seek the largest, most easy to read chart
possible to facilitate accurate measurements. A digi-
tized oscilloscope with x and y output ports attached
to a suitable recorder would be highly desirable. The
third and most obvious rule is to duplicate the switch-
ing circuit. That is, simply be careful that the load
impedance used in the test circuit (Figure 6) dupli-
cates that which is used in the actual circuit. The final
and potentially most important rule is to remember
that the data derived from this test provides the turn-
ON charge-transfer characteristics which means—as
seen in Section (a.2)—that they only provide turn-
ON delay, rise time, and turn-OFF delay [equations
(9), (10), and (11)]. To calculate fall time, a new
switching model is needed.

(a.2.3) Developing a Switching Model for Fall Time

Already many commercially available power MOSFET
data sheets include the charge transfer characteristics

Voo
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Circuit for Monitoring Charge Transfer Characteristics
Figure 6



in graphical form similar to what is shown in Figure 3.
Offering such a graph is not particularly difficult for
most vendors. For the most part, they can anticipate
most turn-ON switching configurations based on such
power MOSFET parameters as Breakdown Voltage,
BVDSS; ON-Resistance, rDS(on); and Operating
Drain Current, ID. When a power MOSFET is turned
ON, the action is well defined: the fast-dropping ON-
resistance eventually crowbars the output capacitance
of the MOSFET reducing the voltage drop to VSAT.
All of this action can be reasonably well-defined on
the vendor’s data sheet. What he cannot do is to
predict turn-OFF since this depends to a large mea-
sure on the type and size of the load and whether the
load is resistive, reactive, or both. Consequently, the
burden of developing a Fall-Time Charge-Transfer
Characteristic lies with the end user and not with the
supplier. The difference between turn-ON and fall
time is shown in Figure 7. Note that this figure is
elementary and does not represent a true model of
the power MOSFET. The reader is encouraged to
review Section 2.13 for specific modeling information.

DRAIN

DS (ON)

Cds ;F

SOURCE
(a) TURN-ON

(b) TURN-OFF

During turn-ON (a), C4g begins fully charged and is discharged
through the low rps(ON) of the MOSFET. However, at turn-OFF
Cds begins fully discharged and charges to the rail through
the load.

Figure 7

(a.2.4) Developing the Fall-Time Characteristics

In Section (a.2.2) and the accompanying Figure 6,
the gate of the power MOSFET is charged from a
constant-current source. In the initial pre-drive
state, prior to any attempt at turning ON the power
MOSFET, the input capacitor, Cgs, isuncharged, and
the gate voltage is zero. On the other hand, the drain-
gate capacitance, Cod, has the full drain-gate poten-
tial, Vgd, impressed across it. When considering the
fall time, quite the opposite is true. The input capaci-
tance, Cgs, is charged—perhaps overcharged—and
the gate-drain capacitance, Cgd, rather than having
the full drain-gate potential, enters the fall region
with a very small potential which is discussed in
Section (a.3).
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It should be obvious to the reader that to develop a
fall time characteristic, the current (charge) must be
controlled as it leaves Cgs, in other words, as the input
capacitor is discharged. The circuit might look much
like that in Figure 8. This circuit, however, presents a
very fundamental problem: how to configure the
circuit shown in Figure 6 (the turn-ON charge-trans-
fer characteristics) to that shown here (the turn-OFF
charge-transfer characteristics). The solution is sim-
ply to switch between the two using the circuit shown
in Figure 9. Instead of a turn-ON charging diode (our
constant current source) limiting the current from the
pulse generator (Figure 6), the input capacitor of our
power MOSFET is charged from a pre-set voltage.
An analog switch is used to switch the circuit configu-
ration from that of a turn-ON charging network to a
turn-OFF discharging network. The finite ON-resis-
tance inherent in the analog switch is not significant
since a constant-current source or load represents a
very high resistance. What is important is to have the
voltage drop across these constant-current diodes—
and in particular, the discharge diode—as low as
possible to ensure that the gate charge truly drops to
as near zero as practical.
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Simple Turn-OFF Charge Transfer Circuit
Figure 8
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Automatic Turn-ON, Turn-OFF Charge Transfer Test Circuit
Figure 9




(a.2.5) Calculating the Fall-Time

The results obtained from testing a power MOSFET
in the circuit just described (Figure 9) can provide
any of three views depending on how the viewing
oscilloscope is synchronized. It can be set to view
only the rise-time characteristics with results similar
to what was seen earlier in Figure 3, or the fall-time
characteristics as shown in Figure 10 can be seen,
which, incidentally, also provide the turn-OFF delay,
td(off), information. In the calculation of turn-OFF
delay [equation (11)], data can be extracted from
either Figure 3 or Figure 10. A third option would be
to view the entire switching cycle: turn-ON delay, rise
time, the steady ON state (which, depending upon the
test conditions, could also be the turn-OFF delay),
and the fall-time.
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With the assistance of the discharge-transfer charac-
teristics provided in Figure 10, it is now possible to
calculate the fall-time using the following equation:

yo 2-Q

- Vg2

Vel (12)

Rgen n

Using these four Equations—(9), (10), (11), and
(12)—with the data obtained from Figures 3 and 10,
all of the switching times can be calculated quite
accurately.

(a.3) Region 3: A Closer Examination

In attempting to show how to correlate switching
speed with the charge-transfer characteristics of power
MOSFETs, an important point was by-passed. By
closely examining region 3 of Figure 3, one should
question why the power MOSFET, during its turn-
ON cycle, does not turn-ON fully. Not only does it not
turn-ON, but the Miller effect holds down the gate
voltage build-up. It is only after what amounts to an
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excruciatingly long time that VSAT is finally achieved.
The question that needs to be asked is: “Why? What
makes this obvious slowdown in turn-ON occur?”
Since this slowdown occurs after the measured (and
calculated) rise time, the effect and its cause are
generally disregarded.

Section (a.2.4) began by discussing the effects of turn-
ON on the various parasitic capacitances paying
attention to the rapidly changing voltages impressed
across the gate-drain capacitance, Cgd. When the
MOSFET is OFF, the voltage impressed across this
gate-to-drain capacitor equals the full rail voltage,
VDD.- But as the MOSFET begins to switch ON, the
drain voltage drops along with the impressed voltage
across this capacitor. Figure 5 shows that as this drain
voltage drops, the capacitance rises dramatically. In
fact, as the drain voltage slowly settles toward VSAT,
the drain-to-gate voltage, Vdg, actually reverses po-
larity! Where, at the beginning of the rise time there
was a drain voltage many times higher than the gate
voltage, now the gate voltage is more positive than the
drain! Since Figure 5 cannot show the effects of either
zero or negative drain voltages, it is necessary to view
the effect of this change in polarity on capacitance in
Figure 11.
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Gate-Drain Capacitance versus Drain-Gate Voltage
Figure 11

During the initial rise time (region 2 of Figure 3),
there is the contribution of a gradually rising gate-to-
drain capacitance, Cgd, on the Miller effect which,
with some difficulty, could have been determined
from equation (4). Now after having completed the
turn-ON cycle (VDS dropping to within 10% of its
original value), the voltage gain, Ay, has also dropped
(BVDS/AVGS — 0), but because of the reversal of
polarity across the gate-drain capacitor, its capaci-
tance has soared to astounding heights. As a con-
sequence, there is an extended Miller effect and
slow decay of the drain-to-source voltage to VSAT
(region 3)~



2.3 Planar MOS

When small signal MOSFETS (such as those found in
FM and TV receivers) were in vogue, someone might
have asked if they could be used for a higher power
than the few milliwatts obtained, and the answer
would have been a resounding “No!”

The small-signal MOSFET was, in hindsight, simplic-
ity itself. The structure is shown by the r-channel
depletion-mode device in Figure 1. If our desire was
to turn-ON this MOSFET, a positive gate voltage
would accomplish it. When the gate receives a posi-
tive charge, the capacitor effect forces an accumula-
tion of electrons to migrate under the oxide. But since
there is a p-doped channel beneath this oxide, the
migration of electrons effectively inverts this region
into what might be termed p-doped. Once inversion
occurs, current can flow from source-to-drain since
the entire path including both the source and the
drain has n-accumulation throughout. Conversely, a
negative gate potential depletes the region, enhancing
the p-type characteristics of the channel and prevent-
ing any current flow aside from any leakage that exists
between the pair of back-to-back prn-diodes over
which the gate has no control.

SOURCE

GATE

Planar Small-Signal MOSFET
Figure 1

The construction of a planar small-signal MOSFET
reflects a unique symmetry in that both the drain and
source diffusions are, for all practical purposes, iden-
tical. What actually differentiates source from drain
is the biasing arrangement; the gate is generally
biased with respect to the source.

The p-channel MOSFET is the exact inverse of the
n-channel version. Where the n-channel MOSFET was
n-doped, the p-channel is p-doped. All that remains
identical to the n-channel MOSFET is the oxide, the
gate structure, and of course, the metallic contacts to
the gate, source, and drain. Operationally it, too, is
reversed. Now a negative bias enhances current con-
duction through the channel.

The obvious extension combines n-channel and p-
channel MOSFETS on the same substrate into what is
popularly known as CMOS (complementary MOS).
It is one of the foremost technologies today extending
its influence from the fabrication of analog switches
to microprocessors.

Why the small-signal MOSFET is a small-signal
MOSFET and incapable of handling power can be
simply explained if the basic equations for current are
examined both in the linear region and in the satura-
tion region.

In the linear region, the drain-to-source current is

given by:

w VDS
IDS = T»Cox [VDs —-2—] VDS



where:
W = device channel width
L = device channel length
= electron mobility in the inversion layer

In the saturation region, it is given by:

pCoxW
2L

IDs = (VGs-V1)2

The fundamental problem lies in the single term L,
the effective device channel length. If a MOSFET is
designed to withstand high voltages, the channel
length must be increased to reduce the deleterious
effects of the body-drain diode (pr junction) deple-
tion region that, because of the increasing voltage
gradient, moves progressively further into the channel
region. If the channel length is not increased, punch-
through breakdown results, causing catastrophic de-
struction of the MOSFET. However, careful inspec-
tion of these two equations identifies that current is
inversely proportional to L; consequently, increasing
the breakdown characteristics reduces the power
handling capability!

Although this restriction was well understood, there
were, nonetheless, a few attempts during the 1960’s to
achieve power by paralleling multiple chips. These
attempts failed for many reasons: an incorrect under-
standing of the contribution of parasitic elements
(notably capacitance), improper headers and die
attach methods to maintain low thermal resistance,
and prohibitive costs.

In the early 1970’s, investigators began in earnest to
resolve the conflict of high voltage and current in their
efforts to overcome the problem. The novel technol-
ogy that evolved was called double-diffused MOS
which made possible the revolution in discrete power
MOSFETs that is occurring today.
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2.4 DMOS Double-Diffused MOS

Realizing the fundamental limitation of conventional
planar MOS—a channel length proportional to
breakdown voltage but inversely proportional to cur-
rent—researchers focused upon a new structure which
simultaneously accomplished both high voltage and
higher current. During the decade of the 1970’s, the
literature described progressively advanced designs
using this new structure—what became known as the
double-diffused MOS.

Simultaneous with the progressive development of
the double-diffused MOS technology was the evolu-
tion of the MOS gate. Previously the gate consisted of
a metal overlay on oxide, but this new technology
used a layer of polycrystalline silicon as shown in
cross-section in Figure 1. Among the advantages
offered by this polycrystalline silicon gate structure
was the ease in interconnection between cells which
now could be done in diffusion rather than by the
more awkward techniques of metalization and bond-
ing. A more significant advancement was the “self-
aligning” polycrystalline structure that now could be
controlled by a mask rather than by using metaliza-
tion. Consequently, interelectrode capacitances fell,
thus affording higher frequency (faster switching)
performance for the MOSFET.

A double-diffused structure consists of a sequentially
introduced set of impurities into the epitaxy that for
an n-channel MOSFET consists of first a deep p-
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doped region followed by a more heavily doped »-
region. A typical profile showing this double-diffused
structure is shown in Figure 2. The channel length is
controlled by careful monitoring and control of the
doping levels and the subsequent diffusion cycle which
must consider both time and temperature.
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One obvious difference between the DMOS structure
and the conventional planar MOS structure is the
channel length, L, determined by the difference
between two sequential diffusions. Unlike the con-
ventional planar MOS where the channel length is
achieved through the photolithographic process and
limited to 4 to 5 wm, the DMOS channel length can
be reproducibly controlled to values in the 1 to 2 pm
range!

A less obvious difference, but one of paramount
importance, is what happens to the pn depletion field
that formerly forced the construction of a long chan-
nel in the conventional planar MOS. In the DMOS
process, the body region (for the n-channel MOSFET,
the p-doped area) is more heavily doped than the n-
drain (epitaxy) region. Consequently, the depletion
field extends further into the drain region than into
the body region when a reverse bias is placed across
the drain-to-body (np) junction. This not only allows
significantly higher voltages to be placed across the
junction without forcing a longer channel, it also
maintains a fixed threshold voltage with varying
drain-to-source potential.
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These two differences allow a MOSFET that has both
a short channel length and the ability to withstand a
high drain potential without fear of punch-through.

DMOS transistors exhibit a difference in their drain
current-to-gate voltage relationship. With the simple
planar MOS structure, a square-law relationship is
identified, and in the short-channel DMOS structure,
the accelerating field potentials can easily reach val-
ues exceeding 104 V/cm. When this occurs, the drain
current becomes linearly related to the gate voltage,
as given by the equation:

O

Furthermore, as this equation shows, drain current is
no longer dependent upon channel length, L. Addi-
tionally, we can manipulate equation (1) to show that
transconductance, gm, is independent of VGS.

_ dIps
dvVaGs

IpS = CoxW * VSAT* (VGS-VT)

g€m = Cox * VSAT )]

Operationally, the DMOS transistor works similarly
to the planar MOS. An n-channel enhancement-mode
DMOS transistor requires the application of a posi-
tive gate potential to cause surface inversion of the
p-region. Once the surface hasinverted, a conducting
channel then bridges the source and drain-drift region
allowing conduction to occur.

This fundamental double-diffused process opened the
door for the fabrication of at least three basic high-
power MOSFET designs: the V-groove transistor, the
lateral DMOS (LDMOS), and the popular vertical
DMOS structure (VMOS), usually called DMOS. All
of these power MOSFETs perform similarly as we
shall now examine.



2.5 V-Groove MOS

The first commercially available power MOSFET had
a unique way to achieve the performance goals that the
double-diffused MOS was expected to offer. It was,
after a fashion, a truly double-diffused transistor de-
spite its somewhat unconventional design. With the
conventional double-diffused technology, the channel
length was controlled by precise lateral diffusion;
however, with V-groove, the control was vertical. It
was critical to the performance of the device that a
narrow channel be available; as a result, the structure’s
design began closely resembling the four-layer con-
struction typical of the high-frequency transistor as we
see in Figure 1. To gain access to the channel, it was
necessary to anisotropically etch a groove that, once
completed, could have an oxide overlay, and then
have the gate metal sputtered. The finished V-groove
cross-sectional view is shown in Figure 2.
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Bipolar Transistor
Figure 1

Early in the development of these devices, the V-
groove was etched to a sharp trough. Once higher
voltages were demanded, it was quickly recognized
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that this sharp-edged trough made reliable high volt-
age performance difficult; consequently, a truncated
V-groove was developed. This new design is shown in
Figure 3.




Before beginning the discussion of V-groove technol-
ogy, it is necessary to recognize that silicon is a
crystalline allotrope element with three well-known
crystallographic planes — <100>, <110>, and
<111>. To build a V-groove structure, the starting
silicon is always <100>. The V-shaped groove re-
sults from what is known as preferential etching that
follows the silicon crystallographic plane. Without
interference, the etching process terminates when the
sharp V-groove is formed; however, since a truncated
etch is desired, it is critical to the fabrication that
accurate timing be employed. Nevertheless, since the
etch is ‘‘controlled’’ by the crystallographic plane of
the silicon, the sides of the V-groove form a 54.7°
angle with the surface and terminate at the <111>
plane. Because of the extreme care which is required
in the manufacture of V-groove transistors, it is only
used when the desired parameters cannot be achieved
in any other way.

The channel region of an n-channel V-groove transis-
tor is the p-diffusion (shown in Figure 1). To achieve
electron velocity, this region must be short; it is in the
design of high-frequency bipolar transistors to
effectively reduce transit time. However, unlike the
high-frequency bipolar transistor, reducing the length
of this p-diffusion does not affect the operating break-
down voltage of the V-groove transistor. Access to
this channel is accomplished using the V-groove. It is
crucial to the success of the VMOS that the V-groove
(truncated or not) extend slightly beyond the p-
diffusion depth.
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Performance of this V-groove transistor follows that
of the DMOS transistor closely with the following
notable exceptions:

1. If the same diffusion schedule is maintained for the
V-groove structure as for the DMOS structure, the
channel length is longer by the geometrical factor
associated with the 54.7° angle. The difference is
approximately 1.7 times the channel length of an
equivalent planar DMOS transistor.

. Electron mobility is dependent upon the crystal-
lographic plane, and for V-groove, the <111>
plane at the surface (channel) of the V-groove
results in a reduction of this mobility of approxi-
mately 25 percent.

. Threshold voltages tend to be higher for the same
body dopant than a comparable DMOS structure as
a result of a higher oxide charge inherent in
<111> structures.
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2.6 Lateral Power DMOS (LDMOS)

Although lateral small-signal DMOS structures ap-
peared in the closing years of the 1960’s, power
devices only became available commercially in 1977.

The lateral DMOS transistor, shown in cross-section
in Figure 1, has all three terminals—source, gate,
and drain—on the top surface. This topology offers
unusual advantages as well as several disadvantages
that have limited the application of the LDMOS.

The following advantages are offered by the lateral
construction:

1. Ithasaverylowzero-temperature coefficient drain
current, Ip7. For example, an 8 amp, 200 volt
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Cross-Sectional View of Idealized Lateral DMOS Structure
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LDMOSFET can exhibit an Ipz of 100 mA com-
pared to a more conventional VDMOS Ip7z of 3
amps.

. The gate-to-drain capacitance, Crss, is low. A low
Crss offers the advantage of high switching speeds
combined with high-frequency operation.

3. The drainisisolated from the case.

The disadvantages of lateral construction are:

1. It has a severe geometric constraint and an ineffi-
cient utilization of chip geometry. This constraint
tends to limit the high voltage capabilities because
limitations are imposed by the topology on the use
of field shaping techniques.

. As with the small-signal lateral MOSFET, the
depletion region of the pn body-drain diode spreads
laterally and thus adds to limitations in topology.
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2.7 Vertical DMOS

|

The disadvantages recognized as inherent in the
lateral DMOS structure have paved the way for
industry to examine the vertical DMOS FET (DMOS).

The DMOS structure is conceptually similar to the
LDMOS transistor except the drain contact lies on
the backside of the wafer. Consequently, current flow
is more vertical than horizontal as the cross-sectional
view in Figure 1 illustrates.
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The advantages of the DMOS structure, when com-
pared with the lateral (LDMOS) structure, are simply
the elimination of the disadvantages outlined previ-
ously for the LDMOS. However, although we gain in
chip topology utilization, we do add another topol-
ogy-related limitation which becomes increasingly
more pronounced as the current flow rises.

The electrical model of the vertical DMOS, although
basically the same as any other DMOS structure, does
offer an anomaly that distinguishes it from all other
structures. As shown in Figure 2, there appears to be

a series-connected JFET in the drain because the
physical relationships between adjacent p-diffusions,
acting as gates, pinch the current flow in its vertical
descent to the backside drain. A simplified view of
this restriction is shown in Figure 3. The spacing
between the adjacent p-diffusions can be crucial in
the performance of a high-power (current) DMOS
FET. A more detailed analysis appears in Section
2.13.
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2.8 The Bilateral MOSFET:
A New Device Sees New Applications

For many years there has been a need for a semicon-
ductor capable of general purpose AC control. While
there have been, and continue to be, some special
purpose devices available which will do part of the
job, no truly general purpose device for AC control
was available. This situation has just changed. Ad-
vances in the field of MOSFET technology have now
produced the first truly general purpose AC semicon-
ductor: The Bilateral MOSFET.

Until now, engineers wishing to control AC had
numerous problems and few solutions. For low fre-
quency AC switching, one could use thyristors, but
they do not work at high frequencies and are hard to
turn OFF. For switching both ON and OFF, one could
use a bipolar transistor inside a diode bridge, but this
is inefficient, cumbersome, expensive, and slow. For
linear low-level applications, special attenuator and
MUX ICs are available, but these function at low
power levels only. For either linear or switching
control of high level, high frequency AC, you were
generally out of luck. Now, the bilateral MOSFET
can handle all these jobs.

Bilateral MOSFET switches are a new product result-
ing from recent advances in power MOS technology.
In terms of construction, the bilateral switch may be
thought of as two n-channel DMOS power FETs with
their source and gate leads connected in common. In
fact, the first bidirectional devices were made by
connecting two discrete power FETs in this fashion.
The device that resulted from this pairing had such
impressive characteristics that unified bilateral switches
are now being manufactured.

Reprinted with permission from Electronic Design, September 6, 1984;
copyright Hayden Publishing Co., Inc., 1984.
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New bilateral switches, such as the Siliconix BLS100
family, give the designer requiring analog switching,
subscriber line switching, or AC power conduction, a
nearly ideal combination of characteristics which
evades many of the compromises required by the
approaches now in use. These n-channel enhance-
ment mode devices have no inherent offset voltage
and can transmit AC or DCsignals with equal facility.
Furthermore, the impedance in the ON-state is resis-
tive, providing very low harmonic distortion.

In operation, when a positive voltage greater than the
threshold voltage (VT) is applied to the gate (with
respect to the source), both FETs turn ON and
conduct in series via their channels (see Figure 1).
When the gate signal is removed, both channels turn
OFF and conduction ceases. The source-to-drain
diodes of the individual FETs do not conduct in
reverse as they do in a unidirectional MOSFET
because such conduction is blocked by the diode in
the other half of the device.



Either of the diodes (depending on the drain-to-drain
voltage polarity) may conduct when the device is
turned ON but it will only conduct when the voltage
drop across half the channel resistance exceeds the
forward voltage of the diode. When one of the diodes
does turn ON, it clamps the voltage across its associ-
ated half of the channel. This feature both reduces
power loss in the bilateral switch at high power levels
and serves as a surge protection in signal applications.
Both diodes will conduct from the source to their
respective drains if the source is biased above drain
potential, a condition which should be avoided. Note
that despite the fact that the two halves of the device
are n-channel and operate in the enhancement mode,
the resulting device is symmetrical and conducts
identically in both directions.

Good gate drive for the bilateral MOSFET switch
requires some new, yet not difficult techniques. The
gate-source terminal pair may be viewed as a voltage-
sensing capacitive load exactly as in a unidirectional
MOSFET. Like the unidirectional MOSFET, input
capacitance (Cjiss) will vary with chip size, and thus,
with voltage and current ratings. Bilateral devices will
have approximately double the input capacitance of
unidirectional devices of equal rating. The available
threshold voltage (VT) range will also be the same as
for unidirectional devices and is well controlled on
the bidirectional devices to assure symmetry.

There is one striking difference between the bilateral
MOSFET switch and any other device (see Figure 2).
When the device is ON, the source terminal (gate
return) is electrically in the center of a resistive divider
formed by the two gate channels, and when the device
is OFF, the source is referenced one diode drop above
the more negative drain terminal. In many cases it
will be necessary to use an isolated gate drive in order
to avoid common mode effects. This seems a fair
trade for true symmetrical AC capability and may, in
some cases, be a convenience.
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D2 D2

EQUIVALENT DC CIRCUIT EQUIVALENT DC CIRCUIT
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Source Reference
Figure 2
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Today, isolated gate drive presents few problems,
both because of a proliferation of devices meant to
accomplish this function and because FETs require
so little static drive power. The designer has a choice
of optical, transformer, or capacitive isolation, as well
as combinations thereof. Each type of drive has its
own properties. The choice of drive will depend on
the system’s requirements.

Transformer isolation may be either linear or switch-
ing in nature. Linear transformer drive is usually
accomplished by rectifying a variable amplitude high
frequency tone sent through the transformer. Trans-
former switching drive is accomplished by driving the
transformer at two opposite polarity voltage levels:
one for ON, the other for OFF. Note that proper volt-
second balance must be maintained in the trans-
former, or the core will saturate. To prevent satura-
tion, the ExT applied to the primary in one direction
must equal the ExT applied in the opposite direction.
By making the OFF voltage greater than the ON
voltage, ON intervals greater than 50% of total period
can be achieved. Using 40 V gate breakdown FETs,
this technique allows ON intervals to reach 80% of
total period while maintaining proper volt-second
balance in the transformer. Automatic control of volt-
second balance in the drive transformer may be
achieved by placing a suitable capacitor in series with
either the primary or secondary of the transformer.
This will also reduce the reverse voltage stress on the
gate oxide when duty cycles are below maximum.

50% ON TIME

+1ov]—
0

75%
ON TIME
-3 V-
Extending the Duty Cycle
of a Transformer Isolated MOSFET Drive
Figure3

Transformer drive, especially when using shielded
transformers, offers the best common mode rejection
ratio (CMRR). However, transformers tend to be
bulky and expensive, and if it is necessary to build
them to UL or VDE insulation requirements, per-
formance (primarily coupling) will suffer significantly,
especially at higher frequencies.

]
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Optically coupled gate drive, likewise, may be either
linear or switching in nature (see Figure 4). Gener-
ally, optical drives are smaller and less expensive than
transformer drives and somewhat slower. Modern,
shielded, optocouplers do, however, have good
CMRRs, approaching the best transformers. Fur-
thermore, units with sufficient voltage swing to drive
aFET with switching times in the tens of nanoseconds
are now available. Even using such high-speed de-
vices, optocoupler speed remains the primary limita-
tion on system switching speed. Sophisticated optical
drives made from discrete PIN photodiodes and fast
amplifiers can improve switching speed significantly
when the extra speed is found to be worth the extra
cost.

Linear optical drives suffer primarily from nonlinear-
ities in the optocoupler. These nonlinearities may be
evaded by several means. The most common system
is executed by using two matched optocouplers, each
of which serves as a local feedback path to compen-
sate for the nonlinearities in its companion. Similar,
but more elaborate, systems can be made which are
adequate for precision applications. Again, the pri-
mary limitation on the small signal gain bandwidth of
linear optocoupling in terms of FET drives is cost.

Capacitively isolated drives are both an old system
and a very new innovation. New technology (includ-
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ing special purpose ICs) has evolved making old
methods more practical. Modern capacitively iso-
lated switching drives consist of a gated oscillator
driving a rectification circuit through two matched
capacitors (see Figure 5). The frequency of the
oscillator must be high, perhaps 100 times the desired
switching frequency. ON/OFF control of the MOS-
FET is achieved by gating the oscillator ON and
OFF. The isolator in Figure 5 has a 1 MHz oscilla-
tor frequency and works well switching signals of
< 10 kHz and < 30 VAC. Some telecommunications
companies are studying this method to control bidi-
rectional MOSFET switches for signal switching.
Linear control could be achieved similarly by ampli-
tude modulation of the oscillator.

There are still limitations to the technique, however.
CMRR is low, as would be expected. Capacitors,
after all, conduct AC equally well in both directions.
Presently available systems are better suited for linear
controls, or for switching under tightly constrained
circumstances than for high power switching systems
where large common mode voltage transitions can be
expected. If the load frequency being switched is too
high, spurious turn-ON of the bilateral MOSFET may
result. Present devices, which use a 1 MHz oscillator,
can control frequencies of 5 to 10 kHz at levels suit-
able for telephone switching, but a 50 VRMS, 20 kHz
signal, for example, would make some of the present
units appear very leaky. The necessity of running the
oscillator at frequencies much higher than the maxi-
mum frequency of the switched device also places a
constraint on either the switching frequency of the
main switch or the cost of the oscillator. Faster chips
can be expected to alleviate this problem in the
future. High DCisolation voltages are also a problem.
The dielectric materials available for capacitors in-
cluded in integrated circuits now place a limit on the
maximum DC standoff voltage of such capacitors at
500 volts DC. Improvements in standoff voltage can
be expected to come slowly.

To recap briefly, with optically isolated drive, you can
perform any drive function except very rapid switch-
ing. With transformer isolated drive, you can perform
any drive function except keeping the switch in the
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Capacitor Isolated Gate Drive Driving a Bilateral Switch
Figure 5
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ON state indefinitely. Transformer drive requires the
most volume. By using capacitor-isolated drive, you
can reduce costs, but only if you can accept limitations
on load frequency and slower switching.

One of the most obvious applications for the bilateral
MOSFET isin the Venturini converter. The Venturini
converter is an elegant voltage-independent, fre-
quency-independent, bidirectional N-phase to M-
phase switching converter. For example, a Venturini
converter can be built to convert 3-phase 60 Hz power
to 3-phase 400 Hz power bidirectionally, in a single
stage, at well over 80% efficiency while regulating
output voltage and input power factor. Venturini
converters can also be built to convert 3-phase power
to 2-phase, 5-phase, or any other number of phases.
They can be built to change frequency to either a
higher, lower, or variable frequency, including DC.
Because Venturini converters are bidirectional, they
will also function to synthesize multiphase sinusoidal
power from DC or single-phase AC. They may also
be used as regulators and power factor correctors.
They may also be built as bidirectional synchro-to-
resolver converters, or, with an extra A to D stage, as
an either-to-digital converter. The Venturini con-
verter is probably as close to being a power anything-
box as any currently known device.
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Until now, the Venturini converter has had two
horrendous drawbacks which limited its applicability.
First, an N-phase to M-phase Venturini converter
requires NxM AC power switches with individually
isolated drives. In practice, this means using 2(NxM)
unidirectional switches, each with its own drive and
protective power diode. For a 3-phase to 3-phase
converter, this adds up to 18 assemblies, each consist-
ing of a power transistor, its drive electronics, a fast
power diode with the same voltage and current rating
as the transistor, and an isolated driver. The resulting
system is incredibly complex, and only those who
truly need the multifunctional capabilities of the
Venturini are willing to bear the cost.

This problem is now solved. Bilateral MOSFET
switches conduct AC naturally and require a much
less complex drive (though isolation is still necessary).
In a 3-phase to 3-phase converter using bilateral
MOSFET switches, several reductions take place:
nine power components replace 36 power compo-
nents; nine drivers replace 18; and drive complexity,
cost, and volume are reduced.

The second drawback to the Venturini converter is
the lack of optimized control algorithms. Progress in
solving this problem is more likely now that a practical
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converter can actually be built. Existing algorithms,
though limited, give a reasonable basis for beginning.

Besides the multiphase Venturini converter, there are
many single phase and DC applications for the bilat-
eral switch. Heretofore, the only AC conducting
power semiconductor available was the triac, which,
while it is useful in a variety of applications, has its
drawbacks. Although many multi-device assemblies
exist which will conduct AC power, most of these have
been designed for specific instances where triacs were
unsuitable and few have general applicability. Most
multi-device approaches have their own shortcomings.

The most obvious problem with a triac is turning it
OFF. To do this, the current through the device must
be reduced below some temperature and geometry
dependent minimum—either by means of external
circuitry or by waiting until the AC I'ne crosses zero.
The necessity of maintaining a minimum “holding
current” through a triac when the device is to stay ON
usually limits the dynamic range of controllable AC
signals to less than 150:1 (unless a DC bias is used).
The bidirectional MOSFET, of course, may be turned
OFF at any time, regardless of load current, simply
by removing the gate signal. Furthermore, the bidi-
rectional MOSFET can control AC signals of any
dynamic range that a resistor of equal ON-resistance
(RDS(on)) and power dissipation would accept. In-
terestingly enough, total gate power requirements for
triacs and bilateral MOSFETs of equal power han-
dling capability are quite similar although gate volt-
age and current requirements for the two devices
differ drastically.

Triacs also have poor frequency characteristics. Only
selected units will phase control at 400 Hz without
spurious turn-on, and no production triac will func-
tion beyond 1 kHz. Bilateral MOSFETs, by compari-
son, will function at frequencies above 100 MHz
providing they are packaged properly.

Bilateral MOSFETs are capable of controlling as
much power as a triac. Because they can switch ON
and OFF many times within an AC cycle rather than
twice as a triac would, bilateral MOSFETs provide
much more flexible control. Surge limiting, sub-cycle
load shaping, and power factor control while regulat-
ing are only three of many possibilities. The surge
characteristics of bilateral MOSFETS are not yet as
good as those of triacs, but thisis a packaging problem
caused by the chip bonding wires. It can be overcome
by revised packaging. Thermally, bilateral MOSFETs
are far superior to triacs. Triacs are usually rated to a
junction temperature of 100 or 125°C, whereas MOS-
FETs are usually rated to 150 or 200°C. Further,
bilateral MOSFETs, like unidirectional MOSFETsS,
are easy to parallel. Paralleling triacs is extremely
difficult.
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Bilateral MOSFETS are occasionally being used in-
stead of triacs as pseudo-stepdown transformers to
provide power for low voltage tungsten filament lamps
and other similar low voltage devices. Bilateral MOS-
FETs appear to be superior in this service to either
triacs or transformers when stepdown ratios exceed
approximately 5:1. Transformers with large stepdown
ratios can become difficult to wind. Triacs operated at
high reduction ratios produce small, widely-spaced
pulses which are not properly averaged by small
filaments having comparatively short thermal time
constants. Filament life may also increase because the
peak-to-average power ratio is substantially reduced
when power is applied every 50 wsec instead of every
8.3 msec. Electromagnetic Interface (EMI) also
becomes easier to deal with because bilateral MOS-
FETs switch much faster than triacs. Triacs are sub-
ject to across-the-chip propagation delays when
switching which means they actually switch slowly.
The higher frequencies resulting from MOSFET
switching can be filtered more easily using smaller
filters.

The absence of across-the-chip propagation delays at
turn-on in bidirectional MOSFETs also means that
their di/dt characteristics are superior to those of
triacs. The improvement is two or more orders of
magnitude.

One of the more interesting areas for the bilateral
MOSFET, and one which will reward exploration, is
in linear controls. Unlike the triac, which functions
only as a switch, the bilateral MOSFET functions
equally wellin the linear mode. In essence, the device
may be described as a remotely controllable variable
resistor. As such, the device may be used as a
regulator, modulator, or attenuator. Because its fre-
quency characteristics are very good, the device may
be used for controlling either audio or RF with equal
ease. Since in the ON-state the device virtually is a
resistor, it introduces neither significant nonlinearity
distortion nor reactive effects into the AC signals it
controls.
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For example, in Jensen and similar saturating-mag-
netic converters, a bilateral MOSFET operating in
the linear mode can be connected across a control
winding on the saturating core to provide frequency
regulation for the converter (see Figure 7). The
floating drive, high gain, and true bidirectionality of
the device mean few parts are necessary, and asimple,
frequency stable, converter results. Similar remotely
variable resistor controls may be used to stabilize or
linearize a wide variety of other oscillator circuits as
well. Amplitude stabilization of Wein bridge oscilla-
tors is an example.

Bilateral switches may also be used to tune oscillator
circuits. In one current application, the devices are
being used to short individual turns in an RF coil in a
transmitter, providing an extremely wide tuning range
without the necessity of swapping coils. When prop-
erly packaged, the devices will function in this mode
at frequencies well above 100 MHz.

Another interesting control scheme dealing with
magnetics and bilateral MOSFETs involves using one
bilateral MOSFET device as a current source/sink to
provide reset current to a pair of magnetic amplifiers
used for post regulation on an auxiliary output of a
switching converter (see Figure 8).

In a multi-output switchmode converter, usually only
the main (highest power) output is directly regulated
by the PWM IC. The smaller auxiliary outputs are
regulated only by transformer coupling to the main
output. When the regulation accuracy achieved that
way (£5% at best) is not sufficient, mag amp post-
regulation is a cheap, simple, reliable way to obtain
closer regulation without degrading system efficiency
as a 3-terminal regulator would. =0.5% regulation is
easy using mag amps.

In operation, the two saturating-core inductors, “mag
amps’’ L1 and L2, function as switches (high impe-
dance unsaturated, low impedance saturated) con-

trolling the flow of power from the secondary to the
output. On any given half-cycle of the SMPS, one
mag amp is timing out and eventually saturates, con-
ducting power to the output. Meanwhile, the other
mag amp is being reset (pulled back out of saturation)
a controlled amount by running current (generally
robbed from the output) through it backwards. The
amount the reversed biased mag amp is reset deter-
mines the length of time it blocks before it conducts
on the following half cycle.

Reset current in the system in Figure 8 is controlled
by the bilateral MOSFET, which replaces an op-amp,
a bipolar transistor current source, and two steering
diodes. Because the bilateral MOSFET is an AC
device, it can be connected directly across the mag
amps ahead of the rectification rather than after it as
is normally the case. That way it uses the leakage
current through the mag amp which is timing out to
reset the other mag amp.

Because it is a true AC device, it continues to
function. No reset current steering diodes are neces-
sary—neither is a separate reset current supply. The
high-gain and wide gain-bandwidth product of the
bilateral MOSFET allows a fast, high-gain regulator
loop to be built without additional amplification.
Also, because the “set” current in one mag amp is
equal to the “reset” current in the opposing core,
such a post regulator will function down to zero
output current without requiring a dummy load.

The inherent symmetry and linearity of bilateral
MOSFET switches makes them useful for switching
and attenuation in both high quality audio and tele-
communications circuitry. An additional benefit for
these applications is the low inherent noise of the
devices. It is true that junction FETs have even less
noise, but most new MOSFETs (bilateral switches
included) run JFETsS a close second and offer much
greater power handling capability as well as increased
dynamic range.
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It should be noted, however, that a bilateral MOSFET
will become nonlinear whenever the drain-to-drain
ON-voltage exceeds approximatley 1.4 V peak in
either direction (about 2 VRMS)- This happens because
each of the two controllable channel resistances has a
diode in parallel with it, and only one of these diodes
isreverse biased at a time (see Figure 2). If the voltage
drop across the half-channel that is in parallel with
the forward biased diode exceeds the forward drop of
that diode then the diode will conduct. This will shunt
current away from that half of the channel and clamp
the voltage drop across that half of the device to the
Vi of the conducting diode. The other half of the
device, where the diode is reverse biased, continues
to function as a variable resistor. This tends to limit
the amount of distortion that can be generated but
will not prevent such distortion from occurring. In
AC signal switching systems, this distortion may be
detectable during the switching interval. Fortunately,
with proper gate drive, the switching intervals can be
made short enough that distortion from this cause
will probably not be detectable. For high-level atten-
uators, the problem can be controlled by balancing a
series element with a shunt element, but this will not
correct the nonlinearities in impedance that would
occur. This cannot, therefore, be considered good
practice.

It should be noted that in view of the low RDD(on)
of the bilateral MOSFET, the 1.4 V drop across the
device required to initiate this type of distortion
represents a signal better than 90dB above OFF
leakage. This figure is for a small device suitable for

2-32

audio switching. In larger devices or devices selected
for low leakage, the range before distortion onset
becomes even larger.

In summary, a new device with a very useful and novel
set of properties is now available for applications
which require symmetrical conduction with low dis-
tortion or AC conduction to high power levels. The
device has excellent high frequency characteristics
both in terms of the currents it carries and the
response rate of the device itself. These characteris-
tics are achieved without sacrificing simplicity in the
surrounding circuitry, ruggedness, or reliability. A
new generation of systems requiring devices with
these properties will soon be available.
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2.9 Depletion-Mode Power MOSFETs:
New Devices to Solve Old Problems

Introduction

Since their introduction in 1976, enhancement-mode
power MOSFETs have enjoyed widespread accep-
tance by the electronics industry. These devices offer
very fast switching times, linear on-resistance, and
low average gate current requirements. They are
used widely in applications ranging from audio-am-
plifiers to motor-drives and switched-mode power
converters.

Since the beginnings of power MOS development,
designers have concentrated mainly on perfecting
enhancement-mode power devices and making them
a cost-effective alternative to bipolar transistors. The
result of these efforts is a wide variety of enhance-
ment-mode parts, available from several manufac-
turers, with power ratings up to 250 watts.

Certain potential applications of power MOSFETs
necessitate that a depletion-mode (or normally-ON)
MOSFET be used, rather than an enhancement-
mode (or normally-OFF) device. Depletion mode
devices are not new; they have been available in the
form of small-signal JFETs for a number of years.
Unfortunately, the limited voltage and current rat-
ings of most common JFETS restrict their use to low
power applications where device dissipation is less
than 1 watt.

Many applications could benefit from depletion-
mode devices with higher ratings. Until now, such
devices have not been available. Consequently, de-
signers seeking depletion-mode devices have often
had to resort to less satisfactory solutions for their
particular applications.

Reprinted with permission from Electronic Design, Vol. 32, No. 13;
copyright Hayden Publishing Co., Inc., 1984.

The introduction by Siliconix of the NOS100 n-
channel depletion-mode power MOSFET marks a
new step in the evolution of power MOS device tech-
nology. This device can withstand a drain to source
voltage of up to 150 volts, and it conducts a drain
current of typically 500 mA with zero applied VGS.
The TO-39 packaged NOS100 is a fairly low power
device by present day enhancement-mode MOS-
FET standards (PDJSS = 6.25 W max.), but it is
only the first member of a new family of depletion-
mode products. Ultimately, Siliconix will design and
manufacture depletion-mode MOSFETs in a variety
of packages with power ratings extending up to 150
watts.

The majority of uses for depletion-mode devices will
be those in which the characteristics of an enhance-
ment-mode power device are not suited to the circuit
at hand. These applications often require some form
of logic compatible AC or DC power switch that
remains ON when the logic supply fails and VGS
drops to zero.

Other applications may also benefit from the use of
depletion-mode MOSFETs to replace existing de-
vices in new designs. By reducing the component
count in certain cases, both a savings in circuit cost
and overall board space may be achieved.

This article provides an introduction to the opera-
tion and fabrication of depletion-mode power
MOSFETs. Following this, two applications repre-
sentative of the majority of the uses for these devices
are presented. Because they possess unique char-




acteristics compared to enhancement-mode
MOSFETSs, many of the applications for depletion-
mode devices will likely be unique as well. Rather
than serve as replacements for enhancement-mode
devices, the NOS100 and its quad version, the
VQ5000, are intended more as complements to
the existing range of Siliconix power MOSFETs.

Depletion Mode Versus Enhancement Mode

Because the device structure of a depletion-mode
power MOSFET like the NOS100 is so similar to
that of an enhancement-mode power device, one
would expect their operating characteristics to be
similar as well. In fact, a depletion-mode MOSFET
may be thought of as an enhancement-mode device
with a negative threshold voltage (VT). Figure 1
compares the saturated I versus VGS transfer
characteristics of each device. Both types of
MOSFETs exhibit a square-law relationship be-
tween saturated drain current and gate to source
voltage, but the depletion-mode device conducts sub-
stantial current with VG§ = 0. This zero VGS
drain current is termed IDSS, and is proportional
to the square of the threshold voltage.

ID(sat)

(a)
Depletion-Mode
lpss

ID(sat)

(b)
Enhancement-Mode

lpss =0

The Difference Between an n-Channel Depletion-Mode MOSFET
and an n-Channel Enhancement-Mode Device, is that Ipgg is
Substantially Greater than Zero for the Former, and Equal to
Zero for the Latter
Figure 1

Unlike a JFET which is a depletion-mode only de-
vice and can accept only a single polarity of applied
VGS, the NOS100 can accept either a negative or
positive VGS. With a negative applied VGS, the
NOS100 works as a depletion-mode device with
ID < IDSS. But with VG§ positive, the NOS100

functions as an enhancement mode device and Ip
can be made larger than IDSS if desired. This dual-
mode operation s illustrated in Figure 2. One can see
that with VGs = 0, the NOS100 behaves as a
linear resistor of just a few ohms in value when
VDS is reduced to a low level.
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Figure 2

It is important to note that the on-resistance
(RDS(on)) of a NOS100 may vary substantially
from device to device with zero applied VGS. This
variation can be as large as 100%. Enhancement-
mode devices with similar specifications, on the other
hand, may show only a 20 to 30% maximum varia-

tion in RDS(on).

Unexpectedly, this behavior results from the differ-
ing test conditions used when measuring RDS(on)
for each type of device. Enhancement-mode power
MOSFETs generally have a threshold voltage of 2 to
4 volts, and are tested for RDS(on) at VGS = 10
volts. The effective enhancement voltage (VGS-VT)
can therefore be as large as eight volts, but is no less
than six volts.

The NOS100 and other depletion-mode power
MOSFETs, however, are normally tested for



RDS(on) with VGS equal to zero volts. Since
the typical threshold voltage variation of the
NOS100 is from —2 to —4 volts, the effective
enhancement voltage (VGS — VT) is then only
+2 to +4 volts.

For most power MOSFETs in the 100 to 150 volt
range, the resistance of the conducting channel com-
prises 25 to 40% of the total device on-resistance.
The conducting channel resistance (RCHAN) can
be shown to be inversely proportional to the effective
enhancement voltage (VGS—VT). Consequently, an
enhancement-mode MOSFET will have an RCHAN
that varies only by about 30% over its 2 to 4 volt
threshold range. A depletion-mode MOSFET with a
—2 to —4 volt threshold, however, will exhibit an
RCHAN that varies by 100% over this range. It is
this variation in RCHAN that accounts for the wider
spread in RDS(on) for the NOS100 and other
depletion-mode power MOSFETs.

Applications
1. A two-terminal adjustable current regulator

Many analog circuits require a constant current to be
generated that is independent of supply voltage. This
current may be used to bias an amplifier stage, such as
adifferential transistor pair, or may be used to charge
a timing capacitor which generates a sawtooth volt-
age waveform.

Two-terminal current regulator diodes such as the
Siliconix CR series of devices have been available for
a number of years. While these devices are very
useful in certain applications, they are limited by
their maximum voltage and current ratings (100 volts
and 4.7 mA, respectively). Clearly, if constant cur-
rents larger than 4.7 mA are required, and at higher
supply voltages, the designer must choose some form
of discrete regulator circuit.

Until now, the best way to implement a high-voltage
two-terminal adjustable current-regulator was with
an enhancement-mode MOSFET and a bipolar
transistor as shown in Figure 3. This circuit employs
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This Two-Terminal Adjustable Current-Regulator Uses Four
Components Including an Expensive Current Regulator Diode
Figure 3

a standard 1 mA current-regulator diode (CR100)
that supplies a constant collector current for the
bipolar reference transistor Q1. This transistor sets a
constant voltage drop of one VBE across resistor
RS. By varying the value of RS, adjustable out-
put current is obtained. This circuit works well
for currents up to several hundred mA, but its
sustaining voltage is only equal to the breakdown
voltage of the current-regulator diode.

By connecting the gate terminal of an NOS100 back
to the other end of a source degeneration resistor, as
shown in Figure 4, a simple adjustable current reg-
ulator is obtained. This two-component regulator
performs just as well as the circuit in Figure 3, but
uses fewer components and requires less board space.

The NOS100 and One External Variable Resistor Form a Simple
but very Useful Two-Terminal Current Regulator
Figure 4

Because the negative gate bias for the NOS100 is
generated by the drain current flowing through RS,
one can solve analytically for the value of this resistor
given the desired Ip and the two parameters VT and
Ipss. To accurately determine Rg, however, both VT
and Ipss must be known accurately as well. This
necessitates measurement of VT and Ipgs for every
device, since these parameters may vary widely from
device to device.

Rather than using the analytical approach to deter-
mine the required value of RS given a desired value of
ID, a simpler method would be to replace RS
with a multi-turn trimpot. This trimpot can then be
adjusted until the desired operating current is reached.

With RS being the gate bias resistor, the maximum
possible output current will be equal to IDSS. This
current is reached when RS equals zero. It is not
possible to obtain values of ID in the low 1 A range,
unless the maximum value of RS is quite large
(around 1M Q ). This behavior occurs because the
VGSs of the NOS100 is equal to — IDRS. For
VGS to approach VT, progressively larger values
of Rg are required. But VGS can never be equal
to VT because Ip would then be equal to zero
and there would be no gate bias—a paradoxical
situation.




In most real applications for the circuit of Figure 4,
the required output current will probably be in the
range of a few mA to several hundred mA. The
1kQ) trimpot chosen for RS, provides an ID adjust-
ment range of approximately 5 mA to 500 mA.

To illustrate the performance of the NOS100 as a
current regulator, the 1 k() trimpot used in the circuit
of Figure 4 was adjusted until ID was equal to
30 mA at a VF of five volts. Figure 5 shows how the
output current varied when VF was varied between O
to 200 volts. As can be seen, the output current
changed less than 1 mA (or 3.3%) resulting in a high
output resistance of approximately 200 k().
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The Two-Terminal Current Regulator Using a NOS100 Performs
Very Well Over an Applied Voltage Range of 0 to 200 V
Figure 5

When the current regulator is to be operated at
moderate current levels with large sustaining volt-
ages, a small clip-on heatsink should be attached to
the NOS100 because the temperature coefficient of
Ip is positive. This recommendation was followed
for the 30 mA regulator described above.

2. A normally-ON solid-state AC switch

Solid-state AC switches that can handle reasonable
amounts of power have been implemented with a
variety of semiconductor devices such as bipolar
transistors, SCRs, triacs and MOSFETs. Of these
devices, only MOSFETs offer high breakdown volt-
age, low leakage, and linear on-resistance down to
zero volts.

If a solid-state AC or “bilateral” switch is built using
enhancement-mode MOSFETs, then the switch is
by nature normally-open or normally-OFF. This
means that when the gate bias voltages for the
MOSFETs are lost due to failure in the gate-drive
circuitry (or its power supply), the switch turns off. In
many AC switching applications this characteristic
behavior is acceptable.
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Certain applications, particularly those in the tele-
com domain, often require a logic controllable AC
switch with high breakdown voltage as well. The
major difference here is that the switch must remain
on whenever there is a failure in the gate drive circuit-
ry or its power supply. Until now the only way of
obtaining normally-ON switching action, com-
bined with high breakdown voltage and moderate
current handling capability was with electrome-
chanical relays. The disadvantages of relays are
numerous and include large drive power require-
ments, excessive EMI generation, finite contact
lifetime and slow switching speed. Depletion-
mode power MOSFETs with their normally-ON
resistive characteristics provide a solution to the
problem of building a normally-ON solid-state
AC switch.

The VQ5000 depletion-mode MOSFET array con-
tains four devices. These transistors can be used as
the basic switching elements in a dual normally-
ON solid-state AC switch shown in Figure 6.
When the sources and gates of each pair of
MOSFETs are connected together, two bilateral
switches are formed. This switch configuration
can conduct current and block voltage in both
directions.

The rest of the circuitry shown in Figure 6 comprises
a capacitive isolated driver stage that generates logic
controllable DC bias for the two bilateral switches.
Because the MOSFET’s gate and source terminals
are isolated by two capacitors from the logic circuit-
ry, the AC signal being switched need not be refer-
enced to the logic power supply ground. This is a very
useful feature of the circuit.

Each half of the driver circuit in Figure 6 is identical,
and its operation can be understood if the signal path
is traced from the LM555 output to the gates of the
MOSFETs.

The LM55S5 is connected as a free running oscillator
and generates a rectangular waveform at approxi-
mately 100 kHz. This signal is fed to the inputs of a
Siliconix D469 CMOS quad driver IC. Each pair of
drivers within the D469 buffers the 555 output, and
generates antiphase 100 kHz outputs that swing be-
tween ground and 12 volts. The remaining inputs of
the two pairs of drivers are connected to control logic
that allows the D469 outputs to be gated on or off as
required.

The antiphase D469 outputs are fed into a pair of AC
coupling capacitors that drive a bridge rectifier com-
prised of fast small-signal diodes. Both outputs of the
bridge rectifier are connected to the bilateral switch,
such that when the outputs of the D469 are pulsing
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A VQ5000 Quad Depletion-Mode MOSFET Array, a D469 Driver
and a 555 Timer Form the Basis for an Isolated, Dual Normally
On-Solid State Switch That Is Logic Compatible
Figure 6

the VGS of the MOSFETs is negative. Under these
conditions the bilateral switch is OFF.

When the logic control signal gates the antiphase
D469 outputs off, the output of the bridge rectifier
drops to zero. Consequently, the effective gate to
source capacitance of the MOSFETSs discharges
through the 10 k() resistor, and the bilateral switch
turns on. The switch also turns on when the logic/
driver power supply fails, since the output of the
bridge rectifier is then zero as well.

Figure 7 shows the on-state characteristics of the
depletion-mode bilateral switch. The vertical axis
in Figure 7 is the switch current in A and the hori-
zontal axis is the voltage drop across the switchin V.
One can see that the switch on-resistance is equal to
the reciprocal of the slope of the trace in Figure 7, and
is approximately 7.5€). It should be noted that
the on-resistance remains very linear through the
zero-crossover region in the center of the pho-
tograph. As the voltage across the switch in-
creases in either direction, the current increases
linearly up to a point but then levels off at a
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constant value. Not surprisingly, this value of
limiting current is equal to the IDSS of the
MOSFETs. The bilateral switch thus has built in
current limiting which is a useful self-protecting
feature.

SWITCH CURRENT (A)
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VOLTAGE DROP ACROSS THE SWITCH (V)

The On-State Transfer Characteristics of the Normally-On
Bilateral Switch Show a Constant Rpg(on) Through the Zero
Crossover Point
Figure 7




The switch off-state characteristics are shown in
Figure 8. The vertical axis here is the switch leakage
current in wA and the horizontal axis is the sustaining
voltage of the switch in V. As can be seen the switch
leaks negligible current until the breakdown voltage
of the MOSFETs is exceeded in either direction. In
this case the switch breakdown voltage is =180
volts.
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The Off-State Transfer Characteristics of the Bilateral Switch
Show That It Can Block AC Voltages Up to 180V Peak
Figure 8

The turn-on and turn-off times for the driver and
switch configuration described are greatly different,

as shown in Figure 9. The turn-on time is approxi-
mately 50 usec, while the turn-off time is substantially
less than this value (about 10 usec). The observed
difference is explained by the fact that during switch
turn-on, a finite amount of time is required for the
effective gate to source capacitance (CGS(eff)) to
discharge through the 10 k() resistor. During switch
turn-off, however, more than enough current is avail-
able to rapidly charge CGS (eff) to a negative voltage
less than VT.

5 V/DIV

LOGIC CONTROL
SIGNAL

. SWITCH OUTPUT
o INTO 1 KQ LOAD

2 V/0IV 50 uS/DIV

The Turn-On and Turn-Off Delay Times of the
Bilateral Switch Relative to the Logic Control Signal
(Top-Trace) Are Not Blindingly Fast, but Nonetheless
Adequate for Many Applications
Figure 9
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2.9.1 Fabrication of Depletion-Mode
Power MOSFETSs

Combining low voltage depletion-mode MOS tech-
nology with high voltage MOSPOWER technology
has produced a new type of power device—the deple-
tion-mode power MOS transistor. This new class of
transistors represents a merging of the strengths of
both of its parents. Its announcement is the result of
an 18-month effort to obtain a delicate balance be-
tween the need to turn the device off when a low
negative voltage is applied to its gate (i.e., to pinch
off), while having a low on-resistance when no volt-
age is applied to the gate. The hurdles that were
overcome in the development program may be under-
stood by referring first to Figure 1. This figure shows
the cross section of both a low voltage enhancement-
mode and a low voltage depletion-mode MOS tran-
sistor. The threshold voltage of a MOS transistor is
determined by anumber of process parameters. Fora
given gate conductor (usually aluminum in a metal-
gate process and phosphorus-doped polycrystalline
silicon in a silicon-gate process), the threshold volt-
age is set largely by the dopant profile in the body
region. The low voltage enhancement-mode transis-
tor of Figure 1(a) is converted to a depletion-mode
transistor by locally adjusting the body dopant using
an ion-implantation. For the n-channel transistor of
this figure, a phosphorus implant is used.

The development of a high voltage, n-channel MOS-
POWER transistor requires considerably more
process optimization than is shown in Figure 1. The
dopant profile through the double diffused source,
body and drain regions of a vertical DMOS device is
shown in Figure 2. In this structure, the channel
length L is determined by the difference between two
sequential diffusions moving in the same direction

Reprinted with permission from Electronic Design, Vol. 32, No. 13;
copyright Hayden Publishing Co., Inc., 1984,

2-39

from a common origin. The channel length L is
reproducibly controlled to values in the 1 to 2 wm
range. A small value of L results in both a large
current per unit area and a low value for the
device channel resistance.
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a. Enhancement-Mode
SOURCE
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GATE
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b. Depletion-Mode

The Cross Section of an NMOS Silicon Gate Transistor
Figure 1

In the DMOS power transistor structure, the body
region is more heavily doped than the n-drain region
as shown in Figure 2. With a reverse bias across this
junction, the resulting depletion region extends fur-
ther into the drain region than the body region. This
behavior allows high voltages to be placed across the
body-to-drain junction without significantly affecting
the channel length of the DMOS transistor.
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The first attempt to produce a depletion-mode power
MOS transistor added only an ion-implantation step
to the normal process sequence. Transistors pro-
duced in this fashion did exhibit the required de-
pletion-mode characteristics, but suffered from two
problems. First, these transistors could not be turned
off with less than— 10 volts from gate to source. In
addition, the breakdown voltage was considerably
less than desired. The use of only an ion-implantation
with a dose sufficiently large to produce a depletion-
mode device altered other characteristics in an unac-
ceptable manner. Analysis of these results lead to an
understanding of the problem. The lateral nature of
the dopant profile shown in Figure 2 and the vertical
dopant profile resulting from an ion-implantation do
not produce the required body region profile without
considerable optimization. The peak concentration
in the body must be reduced while the remainder of
the body region concentration is impacted in a min-
imal fashion. This balance was arrived at through an
iterative procedure. Computer simulations were first
used to home in on the body dopant profile. The
results of these simulations were used to devise both

diffusion cycles and the specific ion-implantation
dose and energy. These profiles were verified experi-
mentally on existing device geometries and the re-
sulting transistor characteristics were measured.
This information was used as a starting point for
another round of simulations and experiments.

While the iterations were taking place in the process
area, device layout was started in design. The device
was designed to meet a 150 volt breakdown and a
5 ohm on-resistance specification. The design was
completed as the process experiments were drawing
to a close, so the mask set was run using the final
process sequence. The culmination of this work is
shown in cross section in Figure 3 where an enhance-
ment-mode device is compared to a depletion-mode
transistor. A photograph of the device is shown in
Figure 4. This device was designed for a specific
application, but the process was developed so it
would be applicable to the complete line of power
DMOS transistors. This goal was met, and the
NOS100 is the first device in a complete family
of depletion-mode DMOS power transistors.
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The Cross Section of a Depletion-Mode Vertical DMOS Power
Transistor Shows the Conducting Channel with Vgg = 0V
Figure 3

Photograph of the Depletion-Mode Device (NOS100)
Figure 4



2.10 Other Structures

There are many alternative solid-state devices that
can handle high voltages, high power, and respectable
switching performance although perhaps not at the
speed of the power MOSFET. Since the early 19507,
the Darlington pair has offered quasi-MOS-like per-
formance for high gain and reasonably high input
resistance. Their nemesis has been their poor VSAT
and long turn-OFF time. Thyristors, such as the
ubiquitous SCR, have tremendous voltage standoff
and power handling capability, but triggering and
switching time have been their shortcoming. Early in
the 1980’s, a concentrated development effort appears
to be rewarding industry with innovative power de-
vices that, in some cases, have often encircled MOS
technology and MOS performance in their designs.

One of several useful criteria for judging the effective-
ness of solid-state power devices is to compare their
current capability per unit area of silicon. Another
criterion, of course, is simply to compare performance.

The composite MOS-bipolar transistor structure as
shown in Figure 1, whether the Darlington configu-
ration or one of several alternative configurations, has
found widespread industrial acceptance. Although
often touted as exhibiting ultra-low ON-resistance,
much like the power bipolar transistor, their slow
switching speed and attendant high switching losses
(again, much like the power bipolar transistor) have
severely limited their usefulness above 30 kHz.

More recent developments have focused attention on
MOS-gated SCRs—variously called the Insulated-
Gate Transistor (IGT), the High-Conductance MOS-
FET, or Insulated-Gate Rectifier (IGR)—as shown
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MOS-Bipolar Structure
Figure 1

in Figure 2. Although they exhibit an impressive
current density, their principal shortcoming is, as with
all composite MOS-bipolar structures, an excessive
storage time or turn OFF delay.
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Insulated-Gate Rectifier (IGR)
Figure 2
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2.11 Power Control with Integrated
CMOS Logic and DMOS Output

Abstract

This paper examines the evolution and the present
status of a new class of power integrated circuits—
DMOS/CMOS or D/CMOS ICs. This type of cir-
cuit is a natural extension of the development of the
discrete M OS power transistor that has occurred in
the last few years. However, there are significant
differences between D/CMOS ICs and either con-
ventional MOS or bipolar circuits. The major dif-
ference is their ability to withstand and control volt-
ages that are considerably greater than those of
either circuit type. A second difference is their low
power dissipation. Less obvious advantages also
make D/CMOS ICs attractive in other applica-
tions. These advantages and their effect on future
D/CMOS circuit trends are also discussed.

Introduction

The term ‘‘integration’’ as used in electronics
means the incorporation of more functions in a
physical unit. The trend to integrate more devices
on a piece of silicon is one manifestation of this
trend. In integrated circuit development, progress
within a given technology is usually made in a
very predictable fashion. An example of this type
of progress is the storage capability of the largest
commercially available RAM. Over the last fifteen
years, RAM capability has doubled every one
and one-half to two years from 1K in 1969 to 256
K today. Breakthroughs occur when new tech-
nology is injected into the mainstream of IC de-
velopment, allowing previously unfeasible circuits
to be developed. Such a breakthrough is occurring
today as high current, high voltage DMOS tran-

(This ipt was prepared for and p d at Electro 84)
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sistors are being fabricated simultaneously with
CMOS control logic to obtain DMOS/CMOS or
D/CMOS power integrated circuits. This paper
begins by quickly reviewing the history of DMOS
or double-diffused discrete MOS transistors. Next,
the development of the circuits presently available
using D/CMOS technology is covered. D/CMOS
circuits may be manufactured using different
process sequences. The characteristics of each of
the D/CMOS IC technologies are compared. Fi-
nally, the expected directions of technology and
circuit development are discussed. In this section,
unexploited aspects of D/CMOS devices are
pointed out for specific applications.

History of Discrete Power DMOS Transistors

A detailed description of the development of con-
temporary power MOS transistors was given in a
previous paper [1]. The flow of discrete MOS power
transistor development is shown in Figure 1. As
shown in this figure, a ten-year span has witnessed
large multiples in both current and voltage rating.
The next few years will see continued advancement
in discrete power MOS transistors, but not the large
increases in current and voltage ratings that have
occurred in the last few years. The on-resistance
characteristics of these devices restrict their use in
most cases to applications requiring less than 1000
volts. Larger chip sizes are possible, but yield con-
siderations make it more attractive to parallel die or
packages to obtain higher currents. The main focus
for discrete technology in the coming years will be
manufacturability and economics. Large reduction




in price will lead to greater device acceptance. The
economics of scale resulting from increases in MOS
power transistor use will enable them to compete
more effectively with bipolar transistors.

The most significant development in discrete DMOS
devices in the last two years is the announcement of
MOS-gated regenerative (i.e., latching) and con-
ductivity modulated devices. These two similar types
of devices promise to significantly enhance the cur-
rent ratings of D/CMOS ICs.

Maximum Ratings

TECHNOLOGY Current/Voltage

1970 —

-| - Metal Gate Lateral DMOS Transistor 30V/50 mA
1975 ~|-Metal Gate V-groove Transistor 60V/1 Amp

-]~ Silicon Gate V-groove Transistor 100V/5 Amp

| - Metal Gate Vertical DMOS Transistor 400V/10 Amp
1980 -{- Silicon Gate Vertical DMOS Transistor 500V/20 Amp

- |~ High Voltage/High Current Technologies 1000V/50 Amp

-|-R ive & Conductivity Modulated 1000V/100 Amp

‘L Devices

1985

A Chronology of Discrete DMOS Power Transistor
Development
Figure 1

The advent of MOS power transistors has lead to
numerous comparisons between them and bipolar
transistors. At first, the goal of the comparison was to
show that one type of device was superior to the other
for a given application. One such comparison is con-
tained in Table 1. A more enlightened approach is to
examine the characteristics of each type of transistor,
and then to make a selection based on the resulting
match. Each transistor type has a range of applica-
tions which match the device requirements.

The Development of ICs with Low
Voltage CMOS Control and High Current,
High Voltage DMOS Outputs

The comparison of characteristics presented in Table
1 compels IC designers to consider the benefits de-
rived from the incorporation of ICs in monolithic

2-44

Table 1

A Comparison of Power MOS and Bipolar Transistor
Electrical Characteristics [1]

Parameter MOS Performance Bipolar Performance
Input impedance High (109-1011 ohms) | Intermediate (103-105 ohms)
Current Gain High (105-108) Intermediate (101-102)
Switching Frequency High (100-500 kHz) intermediate (20-80 kHz)
On Resistance High Low
Off Resistance High High
Voltage Capability Intermediate (500 V) | High (1200 V)

9g Good
Cost High Iintermediate
Maximum Operating High (200°C) Intermediate (150°C)
Temperature

circuits. The ease with which DMOS transistors may
be driven when compared to bipolar transistors is one
obvious advantage. Ruggedness, particularly the
absence of secondary breakdown in DMOS transis-
tors, is another advantage. However, the voltage
drop per unit area for transistors with equivalent
voltage ratings is considerably greater for DMOS
transistors. This disadvantage dictated that DMOS
transistors be utilized first in ICs with voltage ratings
beyond those ratings of bipolar transistors. The first
application of D/CMOS technology was for high
voltage display drivers. The development of these
circuits took place in the 1977/78 time frame.

Two classes of displays—plasma and electrolumines-
cent panels—required voltages from 80 to 200 volts
for successful operation. Line density and allowable
cost per driver also dictated that as many outputs as
possible (in multiples of 8) be fabricated on one chip.
Different drive schemes were developed to address
and solve the problems presented by each panel type.
This work resulted in the three different D/CMOS
technologies which are the starting point for contem-
porary D/CMOS ICs. These three D/CMOS IC
technologies are discussed in the next section.

Self Isolated D/CMOS IC Technology

In one driver configuration, the output drive transis-
tors were required to withstand 200 volts in an open
drain configuration. The drive circuitry was required
to dissipate minimum power, so CMOS logic was an
appropriate choice. These two requirements lead to
the development of “self isolated” D/CMOS tech-
nology as shown in Figure 2. The CMOS logic in this
technology operates with a power supply up to 15
volts, while the DMOS output transistors are ca-
pable of 400 volts. Using silicon-gate technology
with a 4 um feature size, the clock frequency of
the logic is 5 MHz.
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High Voltage n-channel Lateral
DMOS FET

Low Voltage n-channel

Enhancement and Depletion Mode FETs

Cross-Section of a Self-Isolated D/CMOS 1.C.
Figure 2

Junction Isolated D/CMOS IC Technology

Other displays required lower voltages (60 to 120
volts) with totem-pole, n-channel outputs. These re-
quirements were met using junction isolation to stand
off the voltage between adjacent devices. DMOS
transistors, because of their configuration, have a
higher breakdown voltage than simultaneously fab-
ricated bipolar transistors. A cross section of this
technology is shown in Figure 3. Because of its added
complexity, junction isolated technology is capable
of providing a variety of additional components. The
most useful of these components is the npr transistor,
though pnp transistors and a variety of diodes and
resistors are also available.

Junction Isolated D/CMOS Technology
with Complementary Outputs

A third D/CMOS configuration was required when
high voltage push-pull outputs were needed. Junction
isolation was essential but the process sequence had
to be modified to accommodate the high voltage p-
channel device. Size constraints made it advanta-
geous to use DMOS technology for the p-channel
device. This combination of constraints led to the
junction isolated complementary output structure
shown in Figure 4. Both the junction isolation and the
DMOS output transistors are capable of withstand-
ing 120 to 150 volts. The low voltage CMOS logic is
designed to operate in the 5 to 15 volt range.

DMOS

NMOS PMOS

Cross-Section of a Junction Isolated D/CMOS I1.C. [1]
Figure 3

n=—Substrate

High Voltage n-channel
DMOS FET

High Voltage p-channel
DMOS FET

Low Voltage n-channel
Enhancement and Depletion Mode FETs

High Voltage CMOS Process

Cross-Section of a Junction Isolated, Complementary Output
D/CMOS I.C. [2]
Figure 4
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These three D/CMOS technologies are compared in
Table 2 with respect to fabrication sequence and
electrical performance. Table 2 contains the output
configurations possible with each of the three major
technologies. This table also provides the paralleled
resistance and the current capability of DMOS out-
put transistors.

Status of Circuits Containing CMOS
Logic and DMOS Output Transistors

Circuits fabricated with each of these three
D/CMOS technologies are becoming commercially
available. Considering the design flexibility and
economics of IC manufacture, the second tech-
nology — junction isolated D/CMOS — is likely
to become the most popular industrial choice. This
technology has a number of advantages for both
IC manufacturers and users.

Similarity to Existing Bipolar Process
Technology

The process cross section shown in Figure 3 differs
only in a few ways from the cross-section of a bipolar
IC. The most significant of these differences are the
need to include a deep, lightly doped region called a
p-well for the n-channel transistors, and the require-
ment for a gate dielectric (usuallv thermally grown
SiO2), and a gate conductor. The p-well is easily

introduced and represents only an additional, well
characterized process sequence. The growth of qual-
ity gate dielectrics is also well known. The gate con-
ductor most often chosen is either aluminum or doped
polycrystalline silicon. Aluminum as the intercon-
nect metallization offers process simplification but
results in larger device sizes. The use of poly silicon
as the gate conductor adds a process step to the
fabrication sequence, butitalso allows anotherlevel
of process interconnect.

Device Characteristics Similar to
Those of Other Technologies

The similarity between the bipolar and the junction
isolated IC fabrication leads to a second significant
advantage. Many of the available circuit devices
have characteristics that are similar to those of bi-
polar technology. The circuit designer has to become
familiar with the characteristics of only a few new
devices as opposed to unlearning and relearning a
whole set of new characteristics.

Circuit Design Techniques Are Familiar

Design techniques using the grounded substrate con-
figuration of the junction-isolated D/CMOS tech-
nology are also well known. A designer is not faced
with learning a set of new design techniques. Only an
extension of existing knowledge is required.

Table 2
Comparison of the Features of the D/CMOS Processes

D/CMOS TECHNOLOGY

CHARACTERISTIC SELF ISOLATED JUNCTION ISOLATED RN ALY

Epi Required No Yes Yes
FABRICATION

Masking Steps 9-11 10-12 11-13

Logic Voltage 5-15V 5-15V 5-15V

Clock Rate S MHz 5 MHz 5 MHz

Output Voltage 200 - 400V 150V 150V

Output Configura- Single Ended Single Ended, Single Ended,

tion (open collector) Totem Pole Totem Pole, Push-Pull

ELECTRICAL

Parallel

Resistance of

Qutput Devices 3-5Q 1-2q 2-49

(200 x 200 mil chip)

Total On-Chip

Current Capability 2-4 amps 10-20 amps 5-10 amps
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Circuits Are Similar to Other Device Families

The negative ground configuration with CMOS com-
patible inputs is common in the electronics industry.
Little, if any, systems modification is necessary to
begin taking advantage of circuits fabricated with the
junction isolated D/CMOS technology.

For these reasons, the junction isolated D/CMOS
technology is likely to gain industry-wide acceptance
more rapidly. An example of a circuit fabricated
using this technology is shown in Figure 5. This chip
contains analog and digital control functions imple-
mented using silicon-gate CMOS technology and
two large output drive transistors in the totem-pole
configuration. The input circuitry is TTL compatible
with the low voltage section operating from a 30 volt
supply. Level shift is accomplished using high volt-
age lateral DMOS transistors. The two large DMOS
transistors are rated at 80 volts, and the large transis-
tor supplies 12 amps while the small one supplies 8
amps. Resistors are placed in series with the two
output transistors for sensing and controlling the cur-
rent in each transistor. The chip size is 195 mils
X 335 mils (4.9mm X 8.4mm). This junction
isolated IC represents the state-of-the-art in power
D/CMOS circuits.

Directions for Future Development in
D/CMOS Integrated Circuits

The initial enthusiasm resulting from the promise of
D/CMOS technology has tended to obscure two
things— problems that need addressing before great-
er acceptance is earned, and growth directions to
fully take advantage of the promise of this new tech-
nology. Concerns in both of these areas are essential if
D/CMOS technology is to realize its full potential.
These issues are discussed in this section.

A major potential concern for D/CMOS circuit de-
signers and circuit users is circuit performance in

DRAIN SOURCE
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Photograph of a Driver Circuit Fabricated Using the Junction
Isolated D/CMOS Technology
Figure 5

environments with considerable electrical noise. The
high currents through the transistors coupled with the
presence of various four layer (and hence potentially
latching) structures require care in both circuit layout
and circuit use. The sensitivity of the IC to latch-up
can be minimized through proper circuit design, but it
cannot be eliminated in conventional junction isola-
tion. Use of dielectric isolation instead of junction
isolation as shown in Figure 6 will eliminate latch-up,
but this technology adds considerable cost to the
circuit. The dielectric isolation technique may be
applied to any of the three D/CMOS technologies,
but it is probably more applicable to the two junction
isolated versions.

GATE

SINGLE CRYSTAL
SILICON
ISLANDS

POLYCRYSTALLINE SILICON

Cross-Section of a Dielectrically Isolated D/CMOS I.C. [1]
Figure 6




Careful circuit use is as important as the design of the
circuit in systems with large currents flowing. For
this reason, it may be necessary to have more than
one ground on the chip. A logic ground should be
capable of providing stable current sinking. The pres-
ence of a separate high current ground for the output
devices means that some ground “bounce” may be
allowable without interfering with the operation of
the low voltage section of the chip.

One major hurdle facing high power D/CMOS IC
manufacturers and users is the availability of pack-
ages, heat sinks, etc., that allow circuits to operate at
or near their intrinsic limits. The last few years have
seen continued progress in the high power package
area in both plastic and hermetic packages. How-
ever, this area is key for future improvements in
circuit performance and reductions in circuit costs.

The DMOS transistor’s ability to operate at both
high and low temperature extremes offers significant
advantages for many applications. The package
power dissipation limits discussed in the previous
paragraph set the ultimate limit, but both the logic
and the output stage of a D/CMOS are capable of
operating at 150°C and above.

The positive temperature coefficient of resistance of
DMOS transistors has both advantages and disad-
vantages. The output device resistance does increase
with temperature resulting in increased power dis-
sipation and decreased efficiency, but DMOS tran-
sistors are capable of stable operation at tempera-
tures as high as 200°C and above. This behavior is in
contrast with that of bipolar transistors which have a
negative temperature coefficient. The low tempera-
ture performance of D/CMOS circuits also offers
significant advantages over bipolar circuits. The
speed and current handling capability of both the low
voltage CMOS transistors and the output DMOS
transistors increases as the temperature decreases
from room temperature down to 77°K (liquid
nitrogen) [3]. The dual advantages at lowered tem-
peratures are enhanced device performance and
increased power dissipation capability.

Another area in which D/CMOS circuits may offer
advantages is in radiation environments. The major
effect of ionizing radiation on MOS transistors is to
change the threshold voltage due to charge genera-
tion and trapping in the gate dielectric. Techniques
for““hardening” conventional MOS transistors apply
as well to DMOS transistors. It should be possible to
obtain D/CMOS integrated circuits capable of with-
standing a total dose of 105 to 106 (rads silicon).

The announcement of discrete DMOS-gated con-
ductivity enhanced [4] and regenerative [5] struc-
tures foreshadows future circuit developments. Both
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of these device types promise to control more power
per square mil of silicon surface than DMOS tran-
sistors. The conductivity enhanced device is gate
controlled during both turn-on and turn-off, while the
voltage across the regenerative device must goto zero
before conduction stops. It is possible to integrate
both of these structures in D/CMOS ICs. However,
this integration cannot proceed without some caution.
The presence of excess minority carriers in the drain
region may increase circuit sensitivity to latch-up.
Considerable care must be taken to guarantee latch-
up free operation.

Summary and Conclusions

This article has examined the evolution, present
status, and future directions of D/CMOS IC tech-
nology. Three different specific technologies were
discussed, and their features were compared. Based
on this comparison, one D/CMOS technology, the
junction isolated D/CMOS, was selected as the
technology most likely to become an industry stan-
dard. One circuit that pushes junction isolated
D/CMOS technology to its limits was examined as
an example of what is possible. Finally, future direc-
tions for D/CMOS IC circuits were indicated by
discussing both areas of concern and advantages of
this technology. The theme running through this
paper is the dynamic nature of this field. The promise
of D/CMOS technology is being realized as both
users and manufacturers begin to understand its
limits.
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2.12 Drain to Source Breakdown and Leakage in
Power MOSFETSs

An examination of almost any power MOSFET data
sheet reveals values for both the drain to source
breakdown voltage, BVDSS, and leakage current,
IDSS, with zero applied gate-to-source voltage. At a
cursory glance, these two parameters might seem to
be unrelated until one looks at the test conditions for
each. The breakdown voltage is measured at a speci-
fied leakage current and leakage current is measured
at a specified voltage, often a percentage of the
breakdown voltage. Specifying these two parameters
separately on a data sheet is accepted practice (by
many manufacturers), but is somewhat redundant.

A statement relating breakdown voltage and leakage
current would certainly help to clarify matters. In the
ideal case, the BVpDSS of a MOSFET is reached when
the leakage current begins to increase drastically with
a small change in applied voltage. In a properly
designed and manufactured power MOSFET this
effect is as shown in Figure 1. Beyond a certain
voltage, the drain current suddenly begins to increase
uncontrollably if not limited.

Not all power MOSFETSs show such predictable be-
havior as that illustrated in Figure 1. An unusual
effect known as “latch-back” has also been observed
in certain types of MOSFETs [ 1] (notably metal gate
V-groove devices), and is shown in Figure 2. Here
normal breakdown begins as BVDSS is reached, but
as the leakage current rises towards a critical value,
the sustaining voltage of the device suddenly drops or
“latches-back” to a lower value. This latched-back
breakdown voltage can be as much as 80% less than

BVDSsS.
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Normal Breakdown Occurs in an n-Channel DMOS Power
FET When the Applied Drain to Source Voltage Exceeds
the Device’s BVpss
Figure 1
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Latchback Occurs in a Power MOSFET When the Parasitic
Bipolar Transistor Begins to Conduct Collector Current
Figure 2




Both the normal and latched-back modes of break-
down (Figures 1 and 2 respectively) are non-destruc-
tive if the increased leakage current is limited to a
safe value. This prevents excessive power dissipation
in the MOSFET, which could force the junction
temperature above the maximum allowable limit and
cause device destruction.

POLYSILICON GATE SOURCE METALIZATION

SOURCE CON‘I’AC
W////////////

GATE OXIDE

‘SOURCE DIFFUSION
BODY DIFFUSION

BODY DEPLETION REGION
DEEP BODY DIFFUSION

" EPITAXIAL LAYER

SUBSTRATE
n+

This Cross Section of an n-Channel VDMOS Power FET
Shows How the Polysilicon Gate is Located Relative to
the Source and Body Diffusions
Figure 3

There are five different phenomena that can cause
normal breakdown to occur in semiconductor diodes
and transistors under excessive applied voltage. Using
Figure 3 as a guide, these five effects are [1,2]:

1. Avalanche breakdown; this breakdown is the dom-
inant effect in commercially available power MOS-
FETs, and occurs when the electric field in the
vicinity of the body-drain pn junction increases to
a critical value.

. Reach-through breakdown; this breakdown is a
special case of avalanche breakdown which is
caused by the depletion region in the n— type
epitaxial layer reaching the heavily doped n+
substrate.

. Punch through breakdown; this breakdown occurs
when the depletion region of the reverse biased
body to drain junction reaches the heavily doped
n* source diffusion.

. Zener breakdown; a high electric field (on the
order of 106 V/cm) initiates this type of break-
down. There is a finite probability that electrons
in their covalent bonds will be excited directly into
the conduction energy band at the junction. These
high electric fields can only be reached in heavily
doped pt/nt junctions, with resulting break-
down voltages < 6 volts. This type of breakdown
is avoided in commercial power MOSFETs by

keeping the heavily doped n and p regions suffi-
ciently far apart that there is no interaction be-
tween them.

. Dielectric breakdown; here the electric field in a
dielectric layer such as silicon dioxide (SiO2) or
silicon nitride (Si3N4) exceeds the dielectric strength
of the material. This field causes very large cur-
rents to flow through the dielectric and can per-
manently alter its insulating properties. Commer-
cially available power MOSFETsS use sufficiently
thick dielectric layers such that the electric fields
within them never reach the critical value neces-
sary to initiate breakdown.

Since both zener and dielectric breakdown have been
eliminated as potential causes of normal breakdown
in power MOSFETs, we will examine the first three
in more detail. Following this section, the phenome-
non of latch-back and how modern power MOSFETs
are designed to avoid it is discussed. Finally the
temperature dependence of breakdown voltage and
leakage current is examined.

Causes of Normal Breakdown in Power MOSFETSs
1. Avalanche breakdown [2]

This phenomenon, as its name implies, is a sudden
avalanche of mobile carriers caused by the increased
electric field present within the depletion regions at
the body drain pn junction. Electrons or holes that
enter the depletion regions acquire sufficient energy
from the electric field to knock bound valence elec-
trons out of the silicon lattice atoms in that region. If
one electron or hole produces on the average less than
one additional carrier then the leakage current is not
increased.

If, however, one or more additional carriers are
produced and these extra carriers each produce one
or more additional carriers then avalanching ensues.
The depletion regions around the body-drain pn
junction must be wide enough so that the mobile
carriers can gain sufficient energy from the local
electric field to initiate this process.

The mathematics for describing this effect are already
known from the analysis of gaseous breakdown phe-
nomena. When this analysis is applied to the semicon-
ductor case, the carrier multiplication factor can be
derived. Basically it is [2]

1

M=——"—""7=5 1
1-(VR/VBN W
where VB is the junction breakdown voltage, VR is
the applied reverse voltage and N is a numerical factor
which depends upon the type of semiconductor crystal



used (N = 3 to 6 for silicon). As VR approaches VB,
M approaches infinity and the junction breaks down.

Avalanche breakdown occurs when the maximum
electric field in the vicinity of the junction reaches a
critical value. Since the critical field in silicon is about
3 x 105 V/cm for impurity concentrations less than
1016 atoms/cm3[ 1], the breakdown voltage of a planar
diffused pn junction is determined to a first order by
the doping concentration on the lightly doped side [2].
This result follows from the derivation of the break-
down voltage for the one-sided step-junction (OSSJ)
model. In this model, the acceptor doping concentra-
tion on the p— type side is much greater than the
donor doping concentration on the n~ type side. To
a good approximation, the breakdown voltage of a
power MOSFET is determined by the impurity con-
centration in the lightly doped epitaxial layer.

A 100 volt power MOSFET requires a background
(epitaxial layer) concentration of 3.5 to 6 x 1015
atoms/cm3, while a 500 volt MOSFET requires a
lower concentration in the region of 1 x 1014
atoms/cm3[3]. Since the resistivity of the epitaxial
layer is inversely proportional to the dopant concen-
tration, a high voltage MOSFET has a higher on-
resistance than a low voltage counterpart with the
same die size. In almost all available power MOSFETs,
the on-resistance is approximately proportional to the
breakdown voltage raised to the 2.5 power [4]. This
relationship is shown in Figure 4.
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N e NS B
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The Observed Relationship Between R’pg(on) Multiplied by
Chip Size (R'DS(on)) and Breakdown Voltage for DMOS
Power FETs, Shows That BVpgg is Proportional to
R’'Ds(on) Raised to the 2.5 Power
Figure 4

It is important to ensure that the epitaxial layer is no
thicker than necessary, if the MOSFET is to have
minimum on-resistance. The epitaxial layer thickness
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is a major factor in the design of an optimized power
MOSFET. If the epitaxial layer is too thick, the device
will have an excessively high on-resistance for its
breakdown voltage specification. Conversely, if the
epitaxial layer is too thin, reach-through breakdown
occurs below the desired breakdown voltage rating.

2. Reach-through breakdown

This mode of breakdown occurs when the expanding
depletion region in the n— type epitaxial layer reaches
the heavily doped nt+ substrate. The spreading of the
junction depletion region is inversely proportional to
the square root of the impurity doping concentra-
tion [1]. As the depletion region enters the substrate,
it begins to spread much more slowly, and the electric
field rises rapidly towards the critical value necessary
to initiate avalanching. When it reaches this critical
value, localized avalanching occurs, and the device
breaks down.

Commercially available power MOSFETs are de-
signed by first choosing the background concentration
to give the required avalanche breakdown voltage.
The epitaxial layer thickness is then chosen so that at
the avalanche breakdown voltage, the depletion re-
gion in the epitaxial layer just reaches the substrate.
This epi layer selection process minimizes the device
on-resistance for a given breakdown voltage and die
size.

3. Punch-through breakdown

This effect occurs when the widening depletion region
at the body-drain junction reaches the heavily doped
n7 source diffusion. The field in the body depletion
region sweeps electrons from the source across the
reverse biased body-drain junction. The leakage cur-
rent increases rapidly as a consequence.

This breakdown mode is rarely observed in commer-
cial power MOSFETs. They are normally designed to
be avalanche breakdown limited.

The Cause of Latchback and Its Avoidance [ 1]

In power DMOS structures, the source-body contact
is made some distance from the channel region. This
contact shorts the emitter and base of the parasitic
npn transistor (pnp for a p-channel MOSFET), formed
by the source, body and drain regions. Figures 5a, b
and ¢ show this for the VMOS, LDMOS, and VDMOS
structures, respectively.

The source and body diffusions form a distributed
series of npn bipolar transistors with their bases
separated by the resistance of the body region below
the source. To explain the phenomenon of latch-back,
a simplified model of the DMOS structure is used.
This model, shown in Figure 6, consists of the gate
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controlled channel and only the two npn transistors at
the extremes of the body diffusion [1]. The bases of
these two npn transistors are separated by a resistance
Rp. The body contact resistance is modeled by a
resistance RB. The body-drain diode is also included,
and serves as the avalanche current generator in the
model. This model is equally applicable to all three
power MOSFET structures mentioned above, despite
their cross-sectional differences.

With the gate short-circuited to the source, the
leakage current through D1 increases as the applied
VDS reaches its avalanche breakdown voltage. This
current causes the voltage drop across resistors Rp
and RB to increase. If this drop is allowed to reach
0.6 volts, Q2 will begin to conduct current. When this
happens, the sustaining voltage of the MOSFET
suddenly drops from the avalanche breakdown volt-
age of diode D1 to alower value. This lower sustaining
voltage is equal to the collector-emitter breakdown
voltage of Q2 under forward bias conditions.

Most bipolar transistor manufacturers do not usually
specify the collector-emitter breakdown voltage under
forward bias conditions. They specify two other val-
ues of collector-emitter breakdown voltage. These
are the BVCEQ (with the base left open circuit), and
the BVCES (with the base short-circuited to the
emitter). The BVCES of transistor Q7 is equal to the
avalanche breakdown voltage of diode D1, which sets
the BVDSS limit of the power MOSFET.

The BVCEQ of Q2 approximately equals its collector-
emitter breakdown voltage under forward bias con-
ditions. Most bipolar transistors, including the para-
sitic device in a power MOSFET, exhibit a BVCEQ
that can be as low as 20% of their BVCES. Thus the
latched-back sustaining voltage of a power MOSFET
can be considerably lower than its BVpDSS. Figure 7
shows an idealized latched-back breakdown voltage
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DRAIN-TO-SOURCE CURRENT (mA)
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This Curve Shows Idealized Latchback Occurring in a DMOS
Power FET Where BVCgQ is 50% of BVCEs
Figure 7

curve, where the BVCEQ is 50% of the BVCES or
BVDSS. The trigger current IT is the value of ava-
lanche current at which the transition to BVCEQ
occurs. Not surprisingly, this current can be shown to
be [1]

_ VBEWQ))

= 2
Rp + RB @

where VBE Q) is roughly 0.6 volts.

Now that the mechanism which causes latchback in a
power MOSFET has been described, at least two
methods for preventing it, based on the model shown
in Figure 6, can be listed. These are [1]:

1. Reduce the value of Rp + Rp so that any lateral
body-current flow does not result in the 0.6 volt
drop necessary to turn on Q2.

. Change the shape of the body region such that the
current flow in avalanche breakdown bypasses Rp
(Rpis usually >> than RB).

Most of the modern commercially available DMOS
power FETs use technique #2 to prevent latch-back.
Figure 8 shows how this can be accomplished in both
vertical DMOS and V-groove type devices. The
heavily doped p+ regions that extend more deeply
into the epitaxial layer form an integrated bypass
diode that effectively diverts avalanche current away
from the p = type body region (and hence Rp). The
equivalent model for this modified structure is shown
in Figure 9. It has been experimentally verified that if
the avalanche breakdown voltage of D7 is less than
that of D1, the circuit will not suffer from latch-back.

The Temperature Dependence of Breakdown
Voltage and Leakage Current

As mentioned previously, the breakdown voltage of a
power MOSFET is determined to a first order by the
doping concentration in the epitaxial layer. Since this
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concentration does not vary substantially with junc-
tion temperature, one would expect the device break-
down voltage not to vary with temperature either.

In practice however, there is a slight variation in
breakdown voltage with temperature (about a 5%
increase per 100°Crise in junction temperature). This
is due to a second order effect known as “phonon-
assisted electron scattering.”” At elevated junction
temperatures, the increased vibrational energy of the
silicon lattice atoms causes the mobile charge carriers
in the epitaxial layer to move in an increasingly
random pattern, relative to the direction of the
electric field.

Thus, the mobile carriers do not attain as high an
average kinetic energy for a given electric field.
Maximum kinetic energy is attained when the carriers
move parallel to the field. Consequently, the value of
the critical field required to initiate avalanching in-
creases with temperature, and so does the device
breakdown voltage.

The drain-to-source leakage through the body-drain
junction, on the other hand, is highly temperature
sensitive. The leakage current in a reverse biased pn
junction is mainly proportional to the square of the
intrinsic (i.e. undoped) carrier concentration in sili-
con (Nj). The value of Nj2 can be written as [2]:

N;2 = kT3¢~ Ee/xT 3)
where K is a constant independent of temperature,
Eg is the energy band-gap of silicon (1.12 eV) and « is
Boltzmann’s constant. One can see that the T3 term
completely dominates the leakage current over a wide
temperature range. The approximate fractional change
in the leakage current of a reverse biased silicon pn
junction is thus given by [2]

L) 1(2, B
T2\T  KT2

L \ar ) )VR = Constant (4)
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which works out to be approximately +8% per °C, or
a doubling of leakage current for every 12°C rise in
junction temperature.

The body-drain junction leakage in a power MOS-
FET at a junction temperature of 150°C can therefore
be more than three orders of magnitude greater than
that at room temperature. This can limit the useful-
ness of a power MOSFET that exhibits excessive
junction leakage current (say several hundred pA) at
room temperatures, when operated at temperatures
near its maximum data sheet limit (typically 150°C).
Frequently, however, transistors with high leakage
currents at 25°C do not have the same temperature
coefficient as one with low leakage.

There are additional sources of leakage in a power
MOSFET originating from the package in which the
die is mounted. In a properly packaged device, these
leakages are of the order of a few nA and do not
constitute a significant part of the total leakage. In a
device which has been defectively packaged, however,
the additional leakage can reach several hundred nA
and may or may not be temperature sensitive. This
situation is rarely encountered in properly manufac-
tured and tested devices.
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2.13 Modeling
2.13.1 SPICE 2: Simulation of High Power MOSFET

Introduction

The power MOSFET offers superior performance
due to its high switching speed, low power voltage-
driven gate requirement, ease of paralleling, and
absence of secondary breakdown phenomenon that
troubles the Bipolar Junction Transistors. Herren Jr.,
Nienhaus and Bowers developed a computer model
for high power MOSFET[1]. This model takes into
account the deviation of the device transfer character-
istic (Figure 4c) from the ideal square law character-
istic by the inclusion of a lumped source resistance.
One of the chief attractive features of the model is
that its parameter determination procedure requires
only the manufacturer’s published device data.

In the following article, the computer model is briefly
described, and the model parameter determination
procedure for the SPICE 2 program is explained. A
computer model of the device type IRF330 was
generated based on this procedure. Simulation results
of both resistive and inductive switching circuits using
this device are presented.

SPICE 2[2] is a network analysis program using nodal
analysis techniques and has the advantages of pro-
gramming ease and relatively fast execution time.
Version 2E2 was used in the following programs.

High Power MOSFET Model[1]

Figure 1 shows the high power MOSFET model for
an n-channel MOSFET. A similar model exists for
the p-channel MOSFET device. The substrate and
the source are assumed to be shorted internally. Jp is
a non-linear current source depending on VGS, VGD,
VT (the threshold voltage), B (the device conductance

constant), and KD (the channel length modulation
constant). In the SCEPTRE version of the model,
CGD and Cps are non-linear capacitors. However,
CGD is modeled as a constant capacitor in the SPICE
2 version of the model[1]. Cps is given by:

Cpo

Vpe\n
1+ DS
¢
CDO = capacitance value at zero VDS

b = junction contact potential = PB
n = an exponent between 5 and Y2

Cps = , where

In the SPICE 2 version of the model valuesof = 1.0
and n 15 have been assumed. Thus, the model
parameters to be determined are 1) VT, 2) g8, 3) KD,
4) Rs, 5) Rp, 6) RG, 7) Cpo, 8) CDG; 9) CGs.-
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High Power MOSFET Model (Ref. 1)
Figure 1



Figure 2 shows the SPICE 2 built-in level-1 n-channel
MOSFET model[2] based on the model proposed by
Schichman and Hodges. This model is adapted to the
requirements of the high power MOSFET model as
indicated in the next section. n-channel and p-channel
devices are taken care of by using different built in
SPICE 2 models, viz., NMOS and PMOS. For
n-channel MOSFETs VTO, the gate threshold volt-
age is considered positive for enhancement mode
devices and negative for depletion mode devices. For
p-channel MOSFETs, VTO is negative and positive
for enhancement mode devices and depletion mode
devices, respectively.
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s

SPICE 2 Built-In MOSFET Model (Ref. 2)
Figure 2

Determination of Mode! Parameters[1]

Following is a step by step procedure to determine
the model parameters based on Reference 1.

STEP 1: Figure 3 shows a set of output (dc) character-
istics drawn in an exaggerated manner.
Choose three characteristic curves L1, L2,
and L3 corresponding to gate-to-source volt-
ages VGS1, VGS2, and VGS3, respectively,
according to the following guidelines.
a) Ll-curve with the highest drain current
b) L3-curve close to Ip = Oline
¢) L2-curve approximately half-way be-
tween the above two curves.
STEP 2: Choose points P1 (ID1, VDS1), P2 (ID2,
VDS2),...P6 (ID6, VDS6) as per the follow-
ing guidelines.
a) P1, any point well into the pinch-off
regionon line L.1.
b) P2, on line L2 such that VDS2 = VDS§1-—
(VGS1-VGS2)
c) P3, any point well into the pinch-off
region on line L3.
d) P4 and P5, two points as far apart as
possible on the near horizontal straight-
line segment of L1 curve.

P1

P4 Vast

P2
vas2

Vass

—_—
Vos

Output Characteristics —To Locate P1 Thru P6

STEP 3:

Figure 3

e) P6, a point on the saturation (ohmic
region) line. It may be more convenient
to select this point from the saturation
(low VDS) characteristics provided by
the manufacturer.

Choose VT1, the approximate intersecting
point of the transfer characteristic with the
ID = 0 axis (Figure 4c), as the starting value
of VT.
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STEP 4:

STEP5:

STEP 6:

STEPT:
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ID1\¥2
(I—> (Vgs2 — VD) — (Ves1 — VD
Rg = D2

(Ip1ID2)%2~1D1
For the SPICE 2 model, RS = Rs.

Let x 2 (ygg) - Ipa* Ry~ V)
y=(VGs1 — Ip5* Rg — VT)
KD = 1D4¥2(VDSs - VGs1 +VT) - ID5x2 (VD$4 ~ VGS1+VT)
ID5x2 - Ip4y?2

For the SPICE 2 model, LAMBDA = 1/KD.

If the characteristic curves are horizontal in
the pinch off region (without any discernible
slope), this step may be skipped and KD
= oo,

8- D1
(VDS1-VGS1 + V1)
(Ves1-ID1Rs-VT)2 11 +
KD
Ipg
IfKD = o, then B =

(VGst - ID1Rs - VT1)2
For the SPICE 2 model, KP = 2+

VT to be obtained by solving

(VDS3 - VGS3+VT)
ID3 = B(VGS3-ID3Rs - VT)2 {1 + P

One way to achieve this would be to solve for
VT, iteratively, the rearranged equation.

ID3

VT = VGS3 - ID3Rg _\/B {1 N (VDS3—VGS3+VT)}
KD
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IfKD = o, then

D3
VT = VGS3—-ID3Rs~ T

For the SPICE 2 model, VIO = VT.

STEP 8: Repeatsteps 4, 5, 6, and 7 until parameters
VT, Rs, KD, and B converge. It may be
necessary to carry out a number of iterations
before the parameters converge.

STEP: Letb 2 2<VGS6'IVT"VD56)
D6

A1 (VDS6 - ID6Rs) 2VGS6 ~ ID6 Rs — 2VT ~ VDS6)

BID6 ID62

—b +/b2-4c
RD = ————

For the SPICE 2 model, RD = RpD.

Note: Since P6 lies on the ohmic region line, deter-
mining VGSe is somewhat arbitrary. However, RD is
not found to be critically dependent on this.

STEP 10: Refer to the capacitance vs. VDS curves
(Figure 4d).
a) CGD = Ciss (at high VDS)
For the SPICE 2 model, CGgs = CGD
b) CGS = Ciss—Crss (at high VD)
For the SPICE 2 model, CGD = CGS
¢) CDO = Coss—Crss (at VDS = 0)
For the SPICE 2 model, CBp = Cpo/
(1x10-10) and PB = 1.0

Note 1: Cgp and CGS are approximated
by constant value capacitances. Also, the
units for Cgs and CGD in SPICE 2 are
farads/meter. This, however, does not cre-
ate any error since the default values for
channel length and width in SPICE 2 are
1.0 m each.

Note 2: As pointed out in Reference 1,
CGs and CGD have been interchanged in
SPICE 2 MOSFET model, apparently an
error.

Note 3: The unit for Cgp in SPICE 2 is
farad/meter2. The default drain area in
SPICE 2 is 1 x 10-10 m2,

PULSE
GENERATOR

STEP 11: Refer to the switching time test circuit

(Figure 5). A simplified equivalent circuit
during turn-on and turn-off is shown in
Figure 6.

Rt
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e

Switching Time Test Circuit (Ref. 3)
Figure 5

RIIR2=R Ra

-

Simple Equivalent Circuit of Gate Input
Figure 6




Considering the turn-on process,

ToN '
RG1 = ——y>— R

where TQN is the turn-on delay.

To consider the turn-off delay, plot the load
line on the output characteristics as in
Figure 7. This intersects the ohmic region
line at point Q. Find the gate-to-source
voltage, VGS = VA, such that the corre-
sponding pinch-off region characteristic
passes through Q when extrapolated as
shown.

Then

TOFF _R'
V'p
Ciss In <VX)

For the SPICE 2 model, RG =

RG2 =

RG1 + RG2

Note: RG has to be included as an external resistance,
since SPICE 2 MOSFET model has no built-in ele-
ment for this purpose.

Vas =VA

RL

To Determine VA
Figure 7

By adopting the above method, a computer model for
the device type IRF330 was generated. The model
listings may be seen in Figure 11 which shows a SPICE
2 program of a circuit using IRF330. Here, the NMOS
model IRF330 along with resistor RF constitutes the
device model.

The capacitor Cygs is a highly non-linear function of
VDS, especially at low VD§ values, whereas it has
been approximated as a constant value capacitor. This
could be a source of error when using SPICE 2 with
this model. The dynamic performance (rise and fall
times) was found to be critically dependent upon the
value of Cyss chosen.

Simulation with the Model
DC Characteristics

The output characteristics, saturation characteristics,
and the transfer characteristics were simulated with
this device model. Comparing these simulated curves
(Figures 8a, 8b, and 8c) with the characteristic curves
provided by the manufacturer (Figures 4a, 4b, and
4c), we note that the model simulates the perfor-
mance of the real device accurately both in the ohmic
region and in the pinch-off region. However, in the
area in which transition from one region to the other
occurs, the model is less accurate.

Switching Characteristics

The real test of a dynamic model is its ability to

simulate dynamic behavior of the device in a circuit in

afairly accurate manner. With this in view, the model

was tested with resistive loads and with an inductive

load under switching conditions.

a) Resistive Loads:

i) Switching Time Test Circuit:
This circuit, shown in Figure 5, is the test circuit
adopted by the manufacturer for measuring the
switching times at low voltages (Reference 3). The
results of the simulation (Figure 9) indicate that,
while the details of the waveforms (Figure 7C,
Page 16, Reference 3) are not simulated accu-
rately, yet the ‘ON’ and ‘OFF’ delays have the
correct values. The rise and fall times are between
20 and 30 nsec while the actual device has typical
values of 50 nsec. This discrepancy is probably
due to the error introduced in simulating the non-
linear capacitor Crgg With a fixed value capacitor.
In fact, by changing Crgss from 20 pF to 40 pF
rise and fall times close to the manufacturer’s
specifications may be obtained. However, since
IRF330 is a high voltage device, the value of 20
pF for Crgs corresponding to higher Vpg values
was retained.
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OUTPUT CHARACTERISTICS
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VDS D Ip (AMPS)
(VOLTS) (AMPS) ———t

(+*f@=) -~ 2.0000+00 4.000D+00 6.000D+00 8.000D+00
0.0 2.098D-42 X . . .
2 000D+00 6.50uD-01 . + * Y . .
4.000D+00 6.504D-01 . + P 4 e = .
6.000D+00 6.50u4D-01 + .ok . . e .
8 000D+00 6.504D-01 . + Lo . . @ .
1.000D+01 6.500D-01 + . . . @ .
1.200D+01 6.504D-01 + Lo . . @ .
1 400D+01 6.5000-01 + Lo . . @ .
1.600D+01 6.504D-01 . + .o . . @ .
1.800D+01 6.504D-01 . + Lo . . @ .
2.0000+01 6.504D-01 . + . * . . @
2 2000+01 6.504D-01 . + P ¢ . . @
2.400D+01 6.50L4D-01 . + . . . e
2.600D+01 6.504D-01 . + 5 S-S . < . e < .
2.800D+01  6.5000-01 . + 9 ] . o . 29 .
3.000D+01 6.504D-01 . + Lo . e .
3.2000+01 6.50LD-01 . + 0 R | I . e I .
3.400D+01 6.5040-01 . + B A Y o . e wn .
3.600D+01 6.50UD-01 . + © .o * o ) . e wn .
3.8000+01 6.504D-01 . + < * < # < . 2 < .
4.000D+01 6.504D-01 . + Lo . . e .
4.200D+01 6.504D-01 . + . # . . @ .
4.4500D+01 6.50uD-01 . + .o . . e .
4.600D+01 6.504D-01 . + Lo . . e .
4.800D+01 6.504D-01 . + .o . . e .
5.000D+01 6.504D-01 . + .o . . e .
5.200D+01 6.504D-01 | + .o . . e .
5.400D+01 6.504D-01 . + .o . # . @ .
5.600D+01 6.504D-01 . + . * . # B @ .
5.800D+01 6.504D-01 . + Lo . # . @ .
6.000D+01 6 50uD-01 . + Lo . . @ .
6.200D+01 6.504D-01 . + Lo . . e .
6.400D+01 6.504D-01 . + Lo . . @ .
6.600D+01 6.50uD-01 . + Lo . . e .
6.800D+01 6.504D-01 . + Lo . . @ .
7.000D+01 6.50uD-01 . + Lo* . e .
7.200D+01 6.504D-01 . + * . . e .
7.400D+01 6.50uD-01 . + # . . e .
7.600D+01 6.504D-01 . + Lo . . @ .
7.800D+01 6.504D-01 . + P . / . @ .
8.000D+01 6.50u4D-01 . + .o . . e .
8.200D+01 6.504D-01 . + Lo . . @ .
8.400D+01 6.50L4D-01 . + L . . e .
8.600D+01 6.504D-01 . + .o . [ . e .
8.800D+01 6.504D-01 . + Lo . # . @ .
9.000D+01 6.504D-01 . + .o . # . e .
9.2000+01 6.504D-01 . + Lo . # . e .
9.400D+01 6.504D-01 . + Lo . . @ .
9.6000+01 6.504D-01 . + .# . e .
9.800D+01 6.504D-01 . + . 4 . @ .
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SATURAT ION CHARACTERISTICS

VDS D Ip (AMPS)

(VOLTS) (AMPS)
(+%4@= ) == mmmm e 0.0 1.250D+00 2.5000+00 3.750D+00 5.000D+00
0.0 2.098D-42 X . . . .
1.000D-01 9.2090-02 . . . . .
2.0000-01 1.821D-01 . . . . .
3.0000-01 2.6970-01 . +XX X . . .
14.0000-01 3.5410-01 . +XX . . . .
5.0000-01 4.344D-01 . +#X . . . X
6.000D-01 5.0910-01 . + # . . .
7.000D-01 5.7570-01 . + #X= X . .
8.000D-01 6.283D-01 . + = . . . X
9.0000-01 6.504D-01 . + X . . .
1.000D+00 6.504D-01 . + *4X X .
1.100D+00  6.504D-01 . + *4X. . i
1.2000+00 6.504D-01 . + *j@= . .
1.3000+00 6.504D-01 . + L He- . X
1.400D+00 6.504D-01 . + L wpe= . .
1.500D+00  6.504D-01 . + . * gx X . X
1.600D+00 6.504D-01 . + . * pe- . . .
1.7000+00 6.50uD-01 . + . * e . . .
1.800D+00 6.504D-01 . + . * = . . .
1.900D+00 6.50uD-01 . + . « ga= . . .
2.000D+00 6.504D-01 . + . ye= . . X
2.100D+00 6.504D-01 . + . * @ = . . .
2.200D+00 6.504D-01 . + . 4 e . . .
2.3000+00 6.504D-01 . < + . * # @= . .
2.400D+00  6.504D-01 . 9+ . * 4 e . .
2.500D+00 6.504D-01 . + . * . He-= . .
2.600D+00 6.504D-01 . n o+ . * #e-= . .
2.700D+00 6.504D-01 . s+ . * 4e= . .
2.8000+00 6.504D-01 . o+ . * # e= . .
2.900D+00 6.504D-01 . <+ . * 4 e= . .
3.0000+00 6.504D-01 . + . * 4 @= .

3.1000+00 6.504D-01 . + . * 4 e . X
3.200D+00 6.504D-01 . + . < # = . .
3.300D+00  6.504D-01 . + X @« 4 e=. .
3.4000+00 6.504D-01 . + . * e .= < .
3.5000+00  6.504D-01 . + . nox 4 @ 2 .
3.600D+00 6.504D-01 . + . aF 4. e

3.7000+00 6.504D-01 . + . o # e = i
3.800D+00 6.504D-01 . + . <* . H e-= =
3.900D+00 6.504D-01 . + . * o C# e = e
14.000D+00 6.504D-01 . + . * o . # e = ©
14.100D0+00 6.504D-01 . + . * . # e =<
14.200D+00 6.504D-01 . + . * o . # e =
14.300D+00 6.504D-01 . + . * . # e
4. 4OOD+00 6.504D-01 . + . .. . # 2]
14 .500D+00 6.504D-01 . + . * . # <
4.600D+00  6.50uD-01 . + . * L . VN 7)
4.700D+00  6.504D-01 . + . * . St @
14.800D+00  6.504D-01 . + . * . 8 o
4.900D+00  6.504D-01 . + . * . S
5.000D+00 6.504D-01 . + . * . % s
5.100D+00 6.504D-01 + . o . L
5.2000+00  6.504D-01 . + . * . o
5.3000+00 _ 6.504D-01 . + . * . < #
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ii) Switching Efficiency

One of the important considerations for the oper-
ating frequency in switching applications is the
efficiency of the switch. Reference 3 (Page 18)
describes a test performed to determine the effi-
ciency of the switch at different frequencies with
resistive load. Figure 10 shows a SPICE 2 diagram
which simulates the test circuit. Figure 10 also
shows additional SPICE 2 circuits to measure the
device dissipation and the source power delivered.
The measurement principle is as follows.

G1 = VpSip = instantaneous power dissi-
pated in MOSFET
G2 = Vpip = instantaneous power deliv-
ered by source
In one period, T,
AV(C1 = 1 Itl +T VDsipdt
G
_1 (g +T .
AVG2 =5 f o VDiDdt

ByselectingC1 = C2 =T,
AV (1 = P1 = average power dissipated in

MOSFET
AV (2 = P2 = average power delivered by
source
Switch .
Efficiency = Power input — MOSFET losses
Power input
=P-Pg
)

MEG

MEG

© ®
O ® @
MOSFET LOSS POWER INPUT
SPICE 2 Simulation Diagram to Test Switching Efficiency
Figure 10
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LTI res

* INPUT LISTING *
Prrr ST T

TEST OF MOSFET MODEL

*SWITCHING EFFICIENCY DETERMINATION AT 500 KHZ - DEVICE TYPE~IRF330

VG 1 0 FULSE(O 1w o
MOS‘ lJ 3 0 0 IRF330
5

INS .INS .9999US 2 US)

VDO5DC-0
b|06POlV(2)|00500000 .01
Cl1 672

RCt 6 7 100() MEG

VZ1 7 0 Df

GZO&POLV(Z)SOSHOOOD 01

RC2 8 9 l()(DD MEG
vzz 9 0

3 6
MODEL tras0 NMOS(V10=3,6048 KP=13 uu LAMBDA=0. RS=.1293 CGS=20 PF
CCD=660 PF CBD=4.5 PB=1 RD=.7577 LEVEL=1)
.TRAN 20 NS 6 2US 1.8US UIC
LPLOT TRAN V(&) V(2) V(1) |
PRINT TRAN 1(VZ1) V(6,7) |
OPTIONS LIMPTS=1000

(VD) I(VZl) I(VZZ)
(vzz) v(8

END

SPICE 2 Listing for the Circuit to Test Switching Efficiency
Figure 11

Figure 12 shows the simulation results, along with
experimental data from Reference 3. It is found
that the model predicts the efficiencies at different
frequencies in a reasonably accurate manner.

Note: The 1000 M Q resistors across C1 and C2
are included to meet SPICE 2 programming
requirements.

100
D = 3 ANPS ¢ p
% =
g ~
§ 97 | TAL (Ret 3)
w SIMULATED
S 9 U LA N
o
£ N
95 N
4 50% DUTY CYCLE
Ty = 100°C
Ag = 5 OHMS 4
) VD = 300 VOLTS
10 20 50 100 200 500 1000

FREQUENCY (kHz)

Switching Efficiency vs Frequency
Figure 12

b) Inductive Load Switching:

Figure 13 shows a circuit (Page 18, Reference 3)
that was used in order to study the ability of the
model to simulate switching circuits with inductive
loads. The diode was modeled as a near ideal
device, and stray inductances were not included in
the simulation model. A capacitive speed-up net-
work was included in the MOSFET gate drive
circuit. The inductance value was chosen to be
large so that the current remains essentially con-
stant over the interval of interest. The circuit was
simulated both under ON and OFF transient
conditions. SPICE 2 listings for switching off are
given in Figure 14. The ON and OFF simulated
waveforms are shown in Figures 15a and 15b,
respectively.




v2 300V

o1
€1.01 uF

A
V(205V)
vi I |

o

Switching Circuit with Clamped Inductive Load (Ref. 3)
Figure 13

HRRB IR N NN
# INPUT LISTING *
R T

TEST OF MOSFET MODEL

#GENERATION OF INDUCTIVE SWITCHING WAVEFORM - DEVICE TYPE-IRF330

R1 1 2 50.0HMS
2

R2 2 3 1.K

€1 23 O1UF 1C=10 V

R3 30 1.K

V1 1 0 PULSE(20 5 0. 500 NS .INS NS 1.5 1 1S)
L1 6 5 5.MH I1C= 3.0A

D1 56D

V2 0 6 DC -300.V

MOS1 5 4 0 O IRF330 1C=2.3, 10., O.

MODEL D D

RG 3 4 66.50H

MODEL IRFSSO NMDS(VTO‘B 6048 KP=13 4l LAMBDA=0 RS= 1293 CGS=20 PF
CGD=660 PF CBD=4.5 PB=1 RD=.7577 LEVEL=1)

- TRAN 5 NS 950.NS 450.NS UIC

.PLOT TRAN V(3) V(5) I1(V2)

OPTIONS RELTOL=.00001

END

SPICE 2 Listing for Inductive Load Circuit
(Switch-Off Conditions)
Figure 14

In Figure 15a, the gate voltage is applied at 500
nsecs. The voltage at the device gate quickly rises
above the final value of 10V due to the presence of
the speed-up capacitor, Cj1. Until the gate input
capacitor, Cjgs, charges up to the threshold volt-
age, VT, the device remains in the cut-off region.
The device starts to conduct at about 515 nsecs
commutating the free-wheel diode. Since no par-
asitic elements are considered, this transfer takes
place almost instantaneously. VDS remains until
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then at approximately 300 volts. VDS now falls at
such a rate as to maintain the internal gate-to-
source voltage, VGS, (across CGs) of the device,
equal to the value required to sustain the load
current. In this case, this value of VG§ would be
4.65V as may be seen from the output
characteristics.

In Figure 15b, the gate voltage is switched off at
500 nsecs. Initially, a negative voltage appears
across the gate-to-source, though the final voltage
would be zero. This is due to Cj, the speed up
capacitor. VDS now rises to maintain the internal
gate to source voltage, VGS, once again at approx-
imately 4.65 volts. Ip continues to flow through
the MOSFET. When VDS reaches a value a little
more than 300V, the diode takes over conduction
and the device current drops quickly from full
value to zero.

In Figure 15a, the rise times of Ip and VD are 0
nsec and 50 nsec, respectively. The corresponding
values from Reference 3 are 80 nsec and 30 nsec.
In Figure 15b, the fall times of Ip and VD and the
time delay (off) are 0 nsec, 50 nsec, and 25 nsec,
respectively. The corresponding values from Ref-
erence 3 are 40 nsec, 40 nsec, and 60 nsec. A
major discrepancy is observed in the rise and fall
times of the drain current. This may be attribut-
able to the likely presence of stray inductances in
the experimental circuit.

Note: When simulating a switch in series with an
inductor using SPICE 2, the voltages across the
switch and the inductor are sometimes inaccur-
ately computed under switch off conditions (i.e.,
switch current and inductor current = 0). The
voltages may even, erroneously, appear to be
oscillatory. The more stringent relative error tol-
erance (RELTOL) value used in the program in
Figure 14 is to avoid this source of error.
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Conclusion

The high power MOSFET model due to Herren Jr.,
Nienhaus and Bowers is seen to be a simple model
requiring only the device data published by the
manufacturer. The SPICE 2 computer simulation run
with the IRF330 device model shows that the model
adequately reproduces the static performance of the
device. The model performs generally well in the
dynamic switching modes. However, the replacement
of the non-linear capacitor Cygs with a fixed value
capacitor in the SPICE 2 version of the model leads to
smaller rise and fall times at low VpS. Also, by
optimizing the model parameters further, itis possible
to improve the performance of the model. As an
example, by increasing Rp magnitude, better corre-
lation at low frequencies in the switching efficiency
test (Figure 12) may be obtained.
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2.13.2 The High-Frequency Model

Power MOSFET transistors for high-frequency appli-
cations have mushroomed in popularity, partly be-
cause of inherent temperature-related advantages
unique to the technology. Such advantages as dis-
cussed elsewhere include no thermal runaway, no
current hogging and, to a lesser extent, a greatly
reduced secondary breakdown phenomenon. As a
result of increased popularity of the power MOSFET,
it is important that the designer has the tools necessary
to use CAD (Computer Aided Design) techniques for
design optimization. One CAD program that appears
to have gained widespread popularity among high-
frequency design engineers is known as Compact;
consequently, the high-frequency model offered in
this handbook was specifically developed for that
program. Although models have been offered before,
few have achieved a fully satisfactory representation
that offers viable results over wide bandwidths
[1,2,3].

The principal deficiency of these earlier models is
neglecting the parasitic bipolar transistor inherent in
all power MOSFET structures. This parasitic npn
bipolar transistor arises from the interaction of the
p— channel (base), the nt source (emitter), and the
n— drain-drift epitaxy (collector); these ‘‘layers’’ can
be seen in the cross section of the MOSFET shown in
Figure 1.

At DC and frequencies below approximately 15 MHz,
it appears that the elements of this parasitic npn
bipolar transistor have little effect upon amplifier
performance. However, at higher frequencies, this
parasitic bipolar transistor becomes increasingly
significant.
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DRAIN

Figure 1
Device Design

The models we have reviewed in this chapter all have
one physical commonality: they are planar double-
diffused MOS structures. However, to maintain the
lowest parasitic capacitances, all high-frequency power
MOSFETs are fabricated using the truncated etched
V-groove technology similar to that shown in Figure
2. Although this structure appears dramatically dif-
ferent from the more familiar planar structure (see
Figure 1), in actuality, operation is similar and, as a
consequence, the basic planar models previously
studied remain essentially unchanged.

The basic construction closely resembles the common
four-layer bipolar transistor but with a notable differ-
ence—the V-groove is etched anisotropically into the
structure to provide access to the p— channel by
means of a metal gate overlay over oxide. As with the
more conventional planar DMOS structures, the p —
channel (base) is shorted to the n+ source (emitter),
to effectively mute the npn bipolar transistor. For DC

Reprinted from RF Design magazine January/February, 1979 with
permission. © Cardiff Publishing Co. 1979



and linear low-frequency models, this parasitic npn
bipolar transistor is effectively eliminated, but not so
for high-frequency applications.

SOURCE

GATE SOURCE
O

Truncated V-Groove Power MOSFET
Figure 2

The Schematic Model

Using the physical model, the entire electrical path
and all the parasitic elements that comprise the
schematic model of the high-frequency power MOS-
FET can be identified. Figure 3 identifies each ele-
ment of the schematic model. The element, ROS (1/
GOQS), represents the output resistance (conduct-
ance) which cannot be physically realized. LG, Ls,
and LDP are not intrinsic (that is, part of the actual
semiconductor element) but represent the package
parasitic inductances of the VMP4 transistor. RG and
Rgp represent resistive losses in both the gate and
source metalizations as well as the lead losses. CGS
differs from CGN in that the former is the field
capacitance, whereas the latter is that parasitic capac-
itance existing between the gate metal and the n+
source diffusion.

Cpg
424

The parasitic npn bipolar transistor evident in Figure
1 must be considered as contributing parasitic ele-
ments (RB, CCcG, and CpB) as well as being a
potential parasitic generator, that is, contributing a
finite Beta as an active element. The last is possible,
and some explanation is necessary. Although the
VMOS source is metallically tied to the base to reduce
the effects of this parasitic npn bipolar transistor, the
resistivity of the p diffusion, that forms both the
DMOS channel and the parasitic transistor’s base, has
a finite resistance (measured as ohms-per-square).
Although at the point of metallic contact the base-to-
emitter resistance is effectively zero; nonetheless, as
the distance from the short increases, the bulk resis-
tance increases. Thus Figure 1 can be “corrected” as
shown in Figure 4. Should a voltage exist across the

DRAIN

SOURCE

DMOS with a Parasitic npn Bipolar
Figure 4

base resistance, RB, itis conceivable that the parasitic
npn bipolar transistor can turn on. One obvious
means of placing a voltage across this resistance is by
coupling the output voltage on the drain through the
drain-base capacitor, ChB. However, it was deter-
mined that this parasitic npn bipolar transistor, acting
as an independent parasitic generator, is effectively
muted having been found not to be a major contribu-

Cos
211

R
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tor to the performance of the VMP4 at HF through
VHF (400 MHz). Nevertheless, the contribution of
the nprn bipolar transistor’s parasitic elements, RB,
CCB, and CBD, as an RC feedback network are of
paramount importance, as illustrated in Figure 5,
where the intrinsic gain, S21(dB), of the DMOS
model is computed both with and without the contri-
bution of these parasitic elements.
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Effect of Including/Excluding the Body Resistance in the

Experimental Results

Measured scattering parameters were used as the
basis for establishing an exact model. Nodal analysis
using the Circuit Optimization Program, Compact [6],
working with 15 variables, allowed the interconnec-
tion of 3 and 4 port networks as illustrated in Figure
6. In the Compact program, variables are identified
as negative quantities. The final program used to
determine the values of each element of the VMP4
transistor is listed in Figure 7. Please be aware that
one does not simply insert measured S-parameters
and let the program crank numbers endlessly. No,
indeed. First, you must have a good idea of “where
you are coming from,” and use good judgment as to
the initial values. Compact optimizes the initial data
to arrive at parameter-fitting model.

RIN (in Figure 6) is used simply as a sense element
required to realize a 4-port generator. To reduce its
effect, a value of 1E10 ohms was assigned. S-parame-
ters measured at 200 MHz were entered into the
program and the computed Y-parameters were then

Calculation of Sp1(dB) compared with measured values and found to be in
Figure 5 close agreement as shown in Figure 8.
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CAP  AA PA 1.18

SRL BB SE - 0.110 —0.886

CAX AA BB

CAP BB PA - 8.47

CAP CC SE - 6.33

RES DD PA - 1.40

CAP EE SE -21.10

CAP FF PA —13.50

CAX BB FF

CAP CC SE - 424

PAR BB CC

GEN CC vC 100E+11 0.150E+05 215
CAP DD SE -21.7

RES EE PA - 0.800

CAX DD EE

SRL EE SE - 0.973E-01 —0.847

SRL FF SE - 0.552 -0.918

CAP GG PA 1.20

CAX FF GG

CON AA T3 1.00 2.00 0.0
CON BB T3 2.00 3.00 5.00
CON CC T4 2.00 5.00 4.00 3.00
CON DD T3 2.00 4.00 5.00
CON EE T2 5.00 0.00

CON FF T3 3.00 6.00 0.0
DEF AA T2 1.00 6.00

TWO BB S$1 50.0

SET AA BB

PRI AA S1 50.0

END

200

END

.77 —1463 214 575 .0385 -6.0 .759 -146.6
END

.001

1 1 1 627

END

EOF;

Compact Program Including the Parasitic Elements of
the npn Bipolar in a Nodal Analysis
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Conclusions

This model offers a designer an excellent start in
computer aided design of amplifiers.
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Chapter 3
MOSFET Electrical Characteristics

3.1 Linear Operation

Introduction

Applications for power MOSFETs can basically be
divided into two categories: those in which the devices
are used as resistive on-off switches and those in
which they are not. This latter group of applications
is generically described by the term ‘‘linear’’, but it
does not necessarily mean that a MOSFET is being
used in a linear part of one of its characteristic curves.
Rather, the term linear is used whenever a MOSFET
is operated in a continuous or non-continuous fashion
where the drain current is a function of gate-to-source
voltage or vice-versa. Usually this is achieved by
operating a MOSFET either as a voltage-controlled
current source or as a voltage-controlled resistor with
open or closed loop control. What distinguishes *‘lin-
ear’’ operation from switching operation is that in a
switching circuit the drain current is determined by
components external to the MOSFET, whereas in a
linear circuit this is not necessarily so.

This section provides the potential user of power
MOSFETSs in linear applications with useful and
technically correct information about MOSFET
behavior with varying voltage, current and tempera-
ture. Each of the topics discussed in this section
provides insight into how a MOSFET functions and
the underlying physical phenomena that govern its
properties.

Output Characteristics

The output characteristics of a MOSFET provide
information about how the drain current (Ip) varies
with applied drain-to-source voltage (VDS) at various
values of gate-to-source voltage (VGS). Figure 1
shows a typical family of output characteristic curves
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for a Siliconix IRF630 power MOSFET. Two distinct
regions of operation can be observed from this family
of curves: the ohmic region where on-resistance is
approximately constant and the saturation region
where drain current is approximately constant.

ID(A)

8
/ A

0 2 4 6 8 Vps(V)

The Output Characteristics of an IRF630 DMOS Power FET
at T¢ = 25°C Show the Drain Current Increasing
Linearly from Zero and then Levelling Off at
Constant Values Dependent Only on Vgg
Figure 1

With zero applied drain-to-source voltage, the drain
current is zero independent of the gate-to-source volt-
age. As VDS is increased in value, with the gate
biased positively at some voltage greater than
approximately three volts, the drain current increases
linearly at first but then levels off to an essentially
constant value. The point at which this occurs is
where VDS = VGS — VT, and this voltage is termed
VDS(sat)- VT is the device parameter known as thresh-
old voltage, and the section on transfer characteristics
discusses this in more detail.




The phenomenon that causes the drain current to level-
off or ‘‘saturate’’ with increasing drain-to-source
voltage is known as channel pinch-off. Figure 2 shows
in cross-section how this occurs in a vertical DMOS
FET (like the IRF630) for the conditions VGS > VT
and VDS > VGs-VT.
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The Pinched-Off Channel in a n-Channel VDMOS Device is
Shown for the Conditions Vpg = (Vgs — VT) and Vgs > VT
Figure 2

The depth of the conducting n-type channel below
the silicon/silicon dioxide interface varies from zero
at the pinched-off end, to a non-zero value at the
edge of the source diffusion. The diagram shows the
channel depth varying linearly with distance from the
pinched-off end; however, this does not necessarily
occur in practice. The reason for this is that the
channel depth is dependent, among other things, on
the impurity carrier concentration in the body diffusion
below the channel. Since the carrier concentration
varies non-linearly across the width of the body dif-
fusion, so does the channel depth. The straight line
approximation to the channel depth is shown for con-
venience only.

Electrons traveling through the channel ‘‘see’’ no
barrier as they approach the depletion region at the
pinched-off end [1]. Consequently, the saturated drain
current is determined by the rate at which the electrons
arrive at the edge of the depletion region. In a first
order analysis, this rate is only dependent on VGS
and is insensitive to Vp§. Thus the drain current
would seem to be constant for VDS > VGS —VT.

In reality, however, the saturated drain current does
increase somewhat as the applied Vpg is increased.
Notice that the pinched-off end of the channel is
separated from the body-drain pn-junction by a dis-
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tance equal to the width of the depletion region in
the body diffusion. It is this depletion region and the
one in the n- epitaxial layer that sustain the difference
between the applied drain-to-source voltage and the
value of VDS(sat)-

As the applied Vpg is increased, the expanding
depletion region in the body diffusion causes the
pinched-off end of the channel to move towards the
source diffusion. Consequently, the effective channel
length L' decreases as VD§ increases. It is important
that this ‘‘channel shortening’’ effect, as it is known,
be minimized since the saturated drain current is pro-
portional to 1/L’. The saturated drain current in the
square-law region can be approximated by the equa-
tion [1]:

Cox W
ID (saf) = ——2X

(Ves— V)2
L G T

(¢Y)

Where w is the carrier mobility in the conducting
channel, Cox is the gate oxide capacitance per unit
area, and W is the total effective channel width.

One can see that if VG§ is held constant, the drain
current will vary only with L', assuming negligible
drift in junction temperature (i.e., u and VT stay
approximately constant). As Vpgs is increased, L'
decreases and Ip increases. This rise in drain current
causes the MOSFET to have a finite output con-
ductance in its saturation region. The ‘‘horizontal”’
family of curves shown in Figure 1 thus all have a
slight upward slope no matter how slight. It can be
shown that the output conductance in the square law
region is equal to:

dIp
0Vps

oL’
0VDS

Ip
- < x

Go"—'

@

Equation 2 shows that the output conductance is equal
to the value of the drain current times the fractional
change in effective channel length per volt of Vps.
This accounts for the observed rise in output con-
ductance of most devices as the drain current
increases.

L’ also varies as a function of the non-linear impurity
carrier concentration across the body diffusion. How-
ever, almost all of the currently available power
MOSFETs show less than 10% channel shortening
as Vpg is increased from zero to its rated breakdown
voltage. This means that few devices will show more
than an 11% variation in saturated drain current over
the operating drain to source voltage specification.



The family of output characteristic curves for all
power MOSFETs show a rather unexpected behavior
as far as junction temperature is concerned. Figure 3
shows the family of curves for the same IRF630 used
before, except in this case the junction temperature
was raised to 125°C. One can see that in comparison
to Figure 1, below gate-to-source voltages of 4.0
volts, the family of curves has moved up, while
above VGg = 4.5 volts, the curves have moved
down.
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The Output Characteristics of an IRF630 at T¢ = 100°C Show
That in Comparison to Figure 1, the Top Two Traces Have
Moved Down While the Lower Traces Have Moved Up
Figure 3

The device thus has a zero temperature coefficient
point between VG = 4.0 volts and 4.5 volts, and
this is characteristic of all available power MOSFETs.
The physical mechanisms that result in this charac-
teristic behavior will be discussed in detail in the
next section.

Transfer Characteristics and Threshold Voltage

The transfer characteristic curve of a power MOSFET
shows how the saturated drain current varies with
applied gate-to-source voltage for a constant value of
drain-to-source voltage. Figure 4 shows the Ip versus
VGs transfer curve of an IRF630 MOSFET, with
VDS set to 10 volts and a case temperature of 25°C.

Ip(A)

e
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The Saturated Transfer Characteristics of an IRF630 MOSFET
at Tg = 25°C Show a Square-Law Behavior up to Ip = 3A,
Above Which the Curve Becomes Linear
Figure 4
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In Figure 5, there are three distinct regions on the
device’s transfer curve, and each results from differing
conduction phenomena.
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This Diagram Shows the Three Distinct Regions on the
Saturated Transfer Characteristic Curve
Figure 5

In region A to B, a small amount of drain current
flows, but VGs is below the MOSFET threshold
voltage VT. Since the magnitude of the current that
flows in this subthreshold mode of conduction is neg-
ligible compared to a device’s maximum current han-
dling capacity, very little work has been done to
characterize power MOSFETs in this region. A paper
by Swanson indicates that there is an exponential
relationship between drain current and gate-to-source
voltage for subthreshold conduction [2].

In region B to C on the curve in Figure 5, the drain
current is proportional to the square of the difference
between VGs and VT. This is characteristic of all
MOSFETs, both small signal and power devices, as
indicated by equation (1). The actual derivation of
equation (1) is outside the scope of this section, but
basically it results from applying Gauss’s law to find
the surface charge density under the gate electrode,
and then by performing some simple algebraic and
calculus operations to solve for the drain current [3].

Obviously a plot of VIp(sat) versus VGS in the
square-law region should be linear. The reason one
would plot this data is that the true threshold voltage
of a device can be obtained from the extrapolated
intercept of the straight line part of the curve onto
the VGS axis. It should be noted that the value of
threshold voltage found by this method can be con-
siderably different from the threshold voltage range
most manufacturers specify on their data sheets.

This is because it is very cumbersome and time con-
sur ng to determine the ‘‘true’’ device threshold




voltage using the above method in a production envi-
ronment. Therefore, almost all power MOSFET data
sheets specify a pseudo-threshold voltage which is
just the gate-to-source voltage range (usually 2 to 4
volts) required to cause a small drain current (fre-
quently 1 mA) to flow in the device under test.

Figure 6 shows the V Ip(sat) versus VGS curve of
the IRF630 DMOS device in its square-law region.
Also shown is the extrapolated intercept onto the
VGs axis, which gives a true device threshold voltage
of 2.90 volts. One can see that at this voltage the
MOSFET conducts substantial drain current (25.6
mA). This result indicates that the 1 mA test current
most manufacturers specify VT at is really a current
resulting from subthreshold conduction phenomena.
In most linear applications of power MOSFETs,
however, knowing the true threshold voltage is of
little consequence because good circuit designs usually
accommodate a range of VT up to several volts.

(A%2),
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vas (V)

By Plotting VIp(sAT) versus Vgs, the True Threshold
Voltage of the MOSFET can be Obtained by Extrapolation
of the Curve Onto the Vgg Axis
Figure 6

Referring to Figure 5 again, it can be seen that as
soon as the gate-to-source voltage at point C is
reached, the transfer curve becomes linear. This
linearization is the result of the effect known as
““velocity saturation’’ occurring. It can be explained
as follows:

The lateral electric field accelerating the mobile charge
carriers through the pinched-off channel (see Figure
2) is equal to the difference in the voltage at either
end of the channel divided by the effective channel
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length [4]. The voltage at the surface of the channel
at the source end is zero while at the pinched-off end
it is equal to VDS(sat) or VGS — VT.

Thus: ‘

VGs— VT
L!

(Vgs—Vp - 0
L/

ECHAN = )

As the E field accelerating the carriers increases with
gate-to-source voltage, their velocity also increases
since [4]

4

VCARRIER = ¢ ECHAN @
At sufficiently high electric fields (104 V/cm or 1V/
nm), the carrier velocity saturates at a value that is
characteristic of the material and carrier type. A sim-
plified expression for the drain current under these

conditions is given by [5]

Cox W V.

t
ID(sat) = ——z—sa— (VGs— V1 ©)

where Vgat = 5 X 106 cm/second for electrons in
silicon [6].

The electric fields required to cause the channel carrier
velocity to saturate are easily achieved in DMOS
power FETs. Since the effective channel length is
typically in the 1 to 2 wm range, velocity saturation
can occur at gate-to-source voltages just a few volts
above threshold. This is evident in Figure 4.

Another important aspect of the transfer characteristic
curve depicted in Figure 4 is the transconductance or
slope of the curve. Transconductance is defined as

olp
ovVGs

gm =

6)
Vps = CONSTANT

For the square law and velocity saturated regions,
the transconductance is

m Cox W
gm (square law region) = —— (VGS—VT)
‘ @)
Cox W Vsat g
8m (velocity sat. region) = — 5 ®

One can see that the transconductance increases lin-
early with VG§ in the square law region, but then
levels off to a constant value in the velocity saturated
region. This is characteristic of all short channel
DMOS power FETs. No other semiconductor device
shows such a linear relationship between input voltage
and output current.



In the velocity saturated region, device transcon-
ductance is thus a function of two device variables:
oxide capacitance per unit area (Cox) and effective
channel width (W). For a given value of Copy, it can
be seen that the transconductance increases with total
W, which itself increases with die size. This is the
reason why power MOSFETs having large continuous
drain current ratings, and hence a large die size, also
have high values of transconductance (in some cases
as high as 20 siemens).

Figure 7 shows a typical data sheet transfer curve for
the IRF630 device for TC = 25°C, —55°C, and
+125°C. It was seen in the previous sectlon that for
a specific value of applied VGs, there is zero drift
in the drain current with temperature. This is clearly
evident in Figure 7 as the point at which all three
curves cross through. One can see that below this
‘‘zero TC point’’, as it is known, the temperature
coefficient of saturated drain current is positive while
above the zero TC point it is negative.
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The Transfer Curves of an IRF630 MOSFET at Tg = —55°C,
25°C and 125°C Clearly Show the Occurrence of the Zero
Temperature Coefficient or “Zero T¢” Point
Figure 7

Obviously, the zero TC point of a power MOSFET
must occur in either the square law region or the
velocity saturated region. Using equations (1) and
(5), it can be shown that the zero TC point may
occur in either of these two regions.

From equation (1), for the square law region,

OID(sat)
oT

op 2

1 ovT 9)
D <u aT VGs—Vr >

oT
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and, from equation (5), for the velocity saturated

region,
A%
GV GS—V ) — Vsat —>(10)

Experimental data has shown that the derivative of
the magnitude of MOSFET threshold voltage with
respect to temperature is negative, and reasonably
constant at about —3 to —6 mV/C[7].

sat

dIp (sat) CoxZ
T 2

The derivatives of carrier mobility and saturation
velocity are also both negative over the operating
temperature range of a power MOSFET although Vgat
is less sensitive to temperature than w is.

By setting equations (9) and (10) equal to zero, the
value of VG§ at the zero TC point can be determined
for both the square law and the velocity saturated
regions:

VGs (at zero TC point in SLR) =
ovVT
24—
T
I
aT

VT + an

VGs (at zero TC point in VSR) =
ovT
OT_
0 Vsat
oT

It is interesting to note the similarity between equa-
tions (11) and (12). Both of them indicate that the
zero TC point lies at some specific positive voltage
above device threshold. This positive offset above
threshold is in each case equal to the derivative of
threshold voltage with respect to temperature (or two
times the threshold voltage in the case of equation
(11), divided by the fractional change per degree
centigrade in either carrier mobility or saturation
velocity). However, it is often difficult to determine
in which region the zero TC point lies even from a
clear diagram such as that shown in Figure 7.

Vsat

VT + (12)

One should note that the temperature coefficient of
drain current at low values of Ip, is dominated by
the threshold voltage drift with temperature. This is
obvious from equation (9) since its second term
becomes quite large as VGS approaches VT.

Conversely, the temperature coefficient of drain cur-
rent above the zero TC point is dominated by the




mobility drift with temperature in the square law
region and by the carrier saturation velocity drift with
temperature in the constant transconductance region.

Interelectrode Capacitance

All types of DMOS power FETs, whether lateral,
vertical or V-groove, have capacitances between the
gate, source and drain terminals that are dependent
upon the device geometry and die size. The origin
of these capacitances in a closed-cell vertical DMOS
device, like the IRF630, is shown in Figure 8.
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This Cross Sectional View of a VDMOS Power FET Shows the
Origin of the Interelectrode Capacitances
Figure 8

One can see that the polysilicon gate structure has
both capacitance to the source metalization overlaying
it, as well as capacitance to the silicon surface below.
Cgsm is the gate-to-source metal capacitance; Cgn+
is the gate to nt source-diffusion capacitance; Cgp
is the gate to p— type body-diffusion capacitance; and
Cgd is the gate to drain-drift region capacitance.
Commonly, the sum of Cgsm, Cgn+ and Cgp is
referred to as Cgg, the total gate-to-source
capacitance.

The parasitic npn bipolar transistor inherent to the
structure of an n-channel DMOS FET has a reverse
biased pn-junction between its base and collector.
The depletion capacitance of this junction appears
between the drain and source terminals of the MOS-
FET and is termed Cds.

Although the capacitances in a power MOSFET are
distributed over the whole surface area of the die,
for the purpose of simplified circuit analysis they are

usually lumped into single elements as shown in Fig-
ure 9. This model is adequate for low-frequency (<5
MHz) small signal analysis but breaks down at higher
frequencies. A more elaborate model is required at
higher frequencies and must include parasitic package
and bond wire inductances (see 2.13.2).

RG Cgd

et,__wv_l_ngmv”d y % o0

S Cds

This Simplified Small-Signal Model of a DMOS Power FET
in its Saturation Region is Adequate for Low Frequency
(< 5 MHz Analysis)

Figure 9

Manufacturers data sheets do not generally tabulate
Cgs, Cgd and Cqs directly; rather they specify the
input, output and reverse transfer capacitances of the
MOSFET connected in a common-source configura-
tion. This is in accordance with standards set out by
the Joint Electron Devices Engineering Council
(JEDEC) and the Electronic Industries Association

(EIA).

The three capacitances one finds listed on a data
sheet, Cigs, Coss and Crgg, are defined as follows

[8]:
Ciss = Cgs + Cgd (13)
Coss = Cds + Cgd 14
Crss = ng 1s)

Usually the specifications for Cjgg, Coss and Crgg
will include the test conditions under which they are
measured. These test conditions typically are as
follows:

i f 1 MHz
(i) VGs= 0 volts
(iii) Vps= 25 volts

([

Additionally, many manufacturers include on their
data sheets curves showing how the capacitance
parameters vary with applied drain to source voltage.
Some plot the variation of Cjgg, Coss and Crsg against
VDS, but a more useful set of curves would be Cgs,
Cds and Cgq plotted against VpS. Siliconix now
supplies this latter set of curves on their data sheets
so that the small-signal AC model capacitance



parameters can be written down directly. An example
of these capacitance versus Vpg§ curves for the Sil-
iconix IRF630 MOSFET is shown in Figure 10. As
can be seen, there is only a very slight variation in
Cgs with applied VDg, but a much more substantial
variation in Cgd and Cds.
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This Log-Log Plot of Device Capacitance versus Drain to
Source Voltage Shows Very Little Variation in Cgg but
a Much More Substantial Variation in Cgg and%gd
Figure 10

One would probably expect Cgg not to vary at all
with applied Vps, and for all practical purposes,
this assumption can be made. Of the three capaci-
tances that constitute Cgg, only Cgp shows a depend-
ence on VpS. This is due to the widening of the
depletion region in the p—type body diffusion as
VDS increases. The further the body depletion-region
moves towards the nt source diffusion, the smaller
Cgp becomes. This is because only the undepleted
region of mobile charge at the surface of body dif-
fusion, below the polysilicon gate, can form the lower
“‘plate’’ of Cop. Since most modern DMOS power
FETs show typically less than 10% depletion spread-
ing across the width of the body region as Vpg is
varied from zero to its rated breakdown value, the
change in Cgp and hence Cgg is small.

The substantial decrease in the values of Cgg and
Cgd as Vps is increased is also due to depletion
spreading, but in these two cases, it is due to spread-
ing in the epitaxial layer rather than the body
diffusion.

Because C(s is a junction depletion-capacitance, an
approximate relation for its value per unit area can
be derived from the analysis of the one-sided-step-
junction (OSSJ) model [9]:

Cgs (per unit area) \ /—M (16)
2(VR + ¢B)
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where q is the elementary electronic charge (1.9 X
10— 19¢), Ky is the dielectric constant of silicon (11.7);
€0 is the permittivity of free space (8.86 X 10~ 14F/
cm); CB is the epitaxial layer background concentration
(atoms/cm3); VR is the applied reverse voltage to the
junction (= Vpg); and ¢ B is the built-in diode poten-
tial (=0.7V).

For applied values of Vp§ >> ¢B, equation (16)
shows that the value of Cds should vary approximately
in proportion to 1/ V Vpgs. This is in fact the case,
although it may not be entirely obvious from Figure
10 which has been plotted on log-log graph paper.

The dependence of Cgd on VDg is very similar to
that of Cds as seen in Figure 10, even though it is
not a junction-depletion capacitance. The reason for
this is the lower ‘‘plate’’ of ng formed by the region
of mobile charge in the epitaxial layer below the
polysilicon gate (reference Figure 8). This region of
mobile charge effectively becomes smaller as the
depletion regions between adjacent cells (in a closed
cell structure) approach each other with increasing
VDS. It should be fairly obvious that the relationship
between Cgs and VDS is not the same as that of
Cod and Vps. In the former, VDS modulates the
effective capacitor thickness while in the latter it
modulates the effective capacitor plate area.

To determine a relation between ng and Vp§, we
must start by carefully examining Figure 8. It can be
shown that for a given value of depletion region
width in the epitaxial layer, Wq(epi), the effective
value of Cpq per unit area becomes reduced from
the value otg Cox (the gate-oxide capacitance per unit
area) to a lower value given by:

2Wd (epi
Cgd (per unit area) = Cox <1 - )((CP1)> (17)

where x is the average distance between the metal-
lurgical junctions of adjacent cells.

Again from the analysis of the one-sided-step-junction
model, it can be shown that [12]:

. 2Ks€0(VR+9 B)
Vo SN/ Ty

Although the curve of Cgq versus VDS may look
similar to that of Cdg versus Vps, one can see that

(18)

Cgd actually varies in proportion to (1-K V Vpg)

and not (1/ V Vpg).

As far as thermal effects are concerned, the capaci-
tance parameters of a power MOSFET are one of the
few that show negligible variation with temperature.
In fact, it is a direct consequence of this invariance
that the device switching times, which are capacitance
dependent, are essentially independent of temperature.
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3.2 Switching Characteristics

Introduction

Power MOSFETs, well-known as majority-carrier
devices, are also well-known for their extraordinary
switching speeds—far faster than the best power
bipolar transistors currently available. When switch-
ing speeds are compared, the fall time rather than the
rise time is of primary concern. It is here that the
MOSFET excels.

When bipolar transistors are used in high-speed
applications, a variety of schemes are often used to
hasten the fall time, but none of them can equal what
the power MOSFET can do without help of any kind!
Yet the power MOSFET, like the bipolar transistor, is
a charge-coupled device. Although MOSFETs differ
in design, construction, and intended application, to
achieve fast switching times, an understanding of
their charge-transfer characteristics is crucial. Conse-
quently, some of the schemes popular with bipolar
transistors will also be useful for power MOSFETs.

Improved switching efficiency, which is what the
designer looks for in higher-speed switching, is a
measure of power loss. In the majority of switching
applications, as in switch mode power supplies, effi-
ciency focuses upon switching losses. Aside from
saturation losses which, depending upon bias, (see
Figure 1) are fixed. Switching losses are a function of
switching speed. Consequently, at low switching fre-
quencies it is entirely possible and, indeed, probable
that switching speed no longer becomes a primary
loss mechanism. Therefore, the important switching
characteristics are those involving high-speed switch-
ing which is best achieved by using power MOSFETs.

Switching losses (efficiency) are more fully treated in
Section 4.1.
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Since early 1981, an increasing number of power
MOSFET vendors have added charge-transfer char-
acteristic curves to their data sheets, but they have
failed to offer supporting information, leaving the
prospective user to question the usefulness of these
curves.

Charge-Transfer Characteristics

All power MOSFETS, without the encumbrances of
Zener gate protection, whether metal gate or polysil-
icon, display a DCinput resistance of many megohms.
When used as a switch, the power required to main-
tain a quiescent condition (either ON or OFF) is zero
whereas with a power bipolar transistor, it is not. In
parallel with this high-input resistance, there is an
equivalent input capacity consisting of gate-to-source
capacitance, Cgs, and gate-to-drain capacitance, Cgd.




For an enhancement-mode MOSFET, the gate volt-
age must exceed the threshold to begin switching
action. For an n-channel MOSFET, the direction is
positive, and for a p-channel, it is negative. Since the
input impedance of the power MOSFET is a nearly
pure capacitance, the drive must first charge this
capacitor; likewise, to turn OFF the power FET, it
must be discharged. For this reason, the power
MOSFET is considered to be a charge-coupled tran-
sistor. Consequently, for very high-speed switching, a
driver is necessary that can both source and sink
sufficient current to charge/discharge this input ca-
pacitance in a reasonably short time.

If the input capacitance is known, the energy neces-
sary to charge the gate can be determined:

1
W= m Watt-seconds (1)

Unfortunately, input capacitance is not well-defined
because the Miller effect renders Equation 1 nearly
useless. Rather than struggling with capacitance, a
more viable method is to use the charge-transfer
characteristics found on most power MOSFET data
sheets. Figure 2 shows the typical charge-transfer
characteristics for a Siliconix VN4000A, 400 V, 1.0Q)
MOSPOWER FET.
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Figure 2

Although Figure 2 may be similar to that supplied in
most power MOSFET data sheets, it offers more
information than is necessary for this discussion.
Focusing attention on a less cluttered Figure 3, where
just the 200 V data is reproduced, there are three
distinct regions of importance. In Region 1, the gate
voltage, Vgs, has risen to a level where there is drain
current conduction. In Region 2, turn-ON is complete
when the drain voltage has switched 90%. In Region

3, the gate voltage rises to its maximum drive potential
as the drain voltage slowly settles to VSAT.

Following the gate-charge cycle, first is the initial
turn-ON delay td(on) [Region 1] which continues
until conduction begins (0.9VpS). During this pe-
riod, the gate potential is charging the equivalent
input capacitance which, in the pre-threshold region,
is merely Cgs-thus, the fairly constant slope. This
pre-threshold capacitance can be calculated from the
equation:

Qg1
Cos = —£= 2
gs Vgl @
The most obvious event that distinguishes Region 2
from Region 1 is the abrupt increase in input capaci-
tance identified by the flattening of the gate-charge-
transfer curve. As the power MOSFET turns ON, the
Miller effect becomes the dominant input capacity.
Miller effect capacity can be calculated using the
equation:
Cin = Cgs + Cgd(1 — AvV) 3
A greatly simplified approach to determine the equiv-
alent input (or Miller) capacitance uses data available
from Figure 3.
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Region 3 reveals two important bits of information,
and it poses two questions: Why does the flat charge-
transfer, so obvious in either Figure 2 or 3, remain as
itdoes; and why does the drain voltage decay abruptly
stop and slowly settle to VSAT? Equation (3) appears
to contain explainable elements, viz. Cgg, the gate-to-



source capacity; ng, the gate-to-drain capacity; and
Ay, the voltage gain which equals (dVDS/dVgs).

The Effects of Gate Drive on Feedback Capacitance

The effects of drain-to-source voltage, Vp§, upon
the interelectrode capacitances are not determined
easily from the Capacitance-versus-Voltage plot found
on most power MOSFET data sheets (Figure 4) since
Ciss, Coss, and Crgs appear to become asymptotic
beyond a few dozen volts. Since Cgs and Cgq are
depletion-dependent, they are voltage dependent. A
far better understanding of this dependency is seen
when these capacitances are plotted as shown in
Figure 5.
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Aside from turn-ON delay, td(on)> which is directly
affected by the pre-threshold input capacity of Re-
gion 1 [see Equation (2)], trise and tfa]] are heavily
influenced by the Miller effect, which is in turn
affected by the gate-to-drain capacity, Cgd.

A more careful study of Region 3 reveals that the
gate-charge curve is essentially flat until the drain

voltage, VDS, has decayed to VSAT. Then the gate-
charge resumes its rise to the level of impressed gate-
drive voltage, VGG. The two questions posed are
interrelated. By magnifying a portion of Figure 3, a
tangential approximately shows that the knee is very
close to the gate-to-source voltage. Of particular
significance is the resulting potential across Cgd
during switching, best seen in Figure 6 where a
spectacular rise in capacitance occurs.
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The answers to the questions become obvious. As the
drain voltage decays during the switching cycle, the
potential across Cgd also decays until VDS reaches
Vgs. Since Cgd is depletion dependent, its capaci-
tance rises dramatically as the voltage between drain
and gate diminishes and changes polarity when VDS
drops below Vgs—as it surely does during the switch-
ing cycle. As Cgq rises, the Miller capacitance in-
creases even more rapidly and, despite the drop in
voltage gain (dVpS/dVgs), the increase in Miller
capacity keeps the gate- iarge characteristics nearly
flat until V§ AT is reached.

Switching-Time Calculations
Turn-ON Delay and Turn-ON (Rise) Time

On every power MOSFET data sheet, switching times
can be found. The data presented may be measured
experimentally rather than by analysis.

The switching times can be computed from the charge-
transfer characteristics using the following equations:

_ Qg1 VGG
t = Roepln ———— 5
d(on) Vel gen 11 VGG — Vgl (5)
- VGG — V.
= Qg2 — Qg1 Rgen In GG gl ©)
Vg2 — Vg1 VGG — Vg2

where Rgep, is the source resistance in ohms, and the
ratio Qg/Vg is the equivalent input capacitance.




This, in concert with the source resistance, becomes
the familiar RxC time constant. Aside from Rgep, all
the data necessary to calculate the turn ON delay,
td(on), and rise time, tr, can be taken from the
charge-transfer curves of Figure 2 or 3. Reasonable
care is needed since small errors in the data may lead
to enormous errors in the calculations. Table 1 pro-
vides a comparison between the measured data, taken
from an average of 10 devices and calculated data
using Equations (5) and (6).

Table 1
ns Calc. Meas. Calc. Meas.
td(on) 29.9 32 61.7 60
tr 52.8 52 105 105
Vpp =200V Rgen=SOQ Rc=1000Q

Turn-OFF Delay and Turn-OFF (or Fall) Times

Turn-OFF delay, td(off), and fall time, tf, can be
readily calculated from the data contained in the
charge-transfer characteristics of Figure 2 or 3 in a
similar manner using the equations:

_ Qg3 — Qg2 VGG
td(off) = Rgen In 7
(off) Vg3 - V2 gen Ve (M
- \Y
=22l gy V2 ®
Vg2 — Vg1 Vel

A problem arises, however, when tf data is taken
from these charge-transfer curves. A short review of
what happens during a typical switching cycle will
illuminate the problem and reveal the cure.

Every power MOSFET is bracketed by parasitic
capacitances: Cgg, Cgd, and one not previously men-
tioned, Cds—the drain-to-source capacity. Before
the MOSFET enters into the turn-ON cycle, C(s is
fully charged to the rail potential. During the switch-
ing cycle, Cds begins its discharge through the ON
resistance of the power MOSFET. When the time
comes for the MOSFET to turn OFF, the conditions
may differ in that rather than exhibiting a time
constant consisting of rDS(on) and Cds (MOSFET
ON resistance times the drain-to-source capacity),
the time constant now becomes R]gad and Cds (load
resistance times the drain-to-source capacity)! If the
load resistance/reactance differs from the ON resis-
tance of the MOSFET, the calculation of tf will be in
error if the gate charge transfer characteristics de-
picted in Figure 2 are used. The solution is to define a
gate-discharge decay characteristic curve.

Gate-Dischafge Decay Characteristics

The gate-discharge characteristics are complicated
because of the dependency upon the particular appli-

cation since the charge time is dependent upon both
the load resistance and effective drain-to-source ca-
pacitance. The latter is dependent upon the MOS-
FET’s Cpss and the particular mounting configura-
tion. A 0.003-inch fiber insulator between a TO3
package and a grounded heatsink, for example, offers
200 pF of additional drain-to-source capacity. Figure
7 identifies a typical gate discharge transfer character-
istic for a Siliconix VN4000A MOSPOWER FET that
has a resistive load of 100 () with the MOSFET
mounted to a grounded heatsink using a 3 mil fiber
washer. A careful comparison of this figure to Figure
2 shows the VDS rise time of Figure 2 is obviously
faster than the corresponding fall time of Figure 7.
This confirms that rise time is generally swifter than
fall time—even for a power MOSFET.
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Correlating Turn-OFF (Fall) Time

To illustrate the problem encountered when charge-
transfer characteristics are used rather than dis-
charge-transfer characteristics, a comparison is of-
fered in Table 2.

Table 2
ns Meas. Calc. Fig. 2 Calc. Fig. 7
tf 48 32 46
Vps=200V Rgen=50Q
Conclusions

What has been offered in this section suggests that
switching times can be accurately determined for a
variety of applications and test conditions provided
charge-transfer data is offered on the MOSFET data
sheet. Furthermore, one is able to recognize the
importance of low feedback or gate-to-drain capaci-
tance which suggests that higher speed rise and fall
times can be achieved with low ng FETs.
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Chapter 4
Thermal Design and SOA

4.1 Safe Operating Area and Thermal Design for
MOSPOWER Transistors
(AN83-10)

Introduction

MOSPOWER transistors have evolved into true power
devices. Like any power semiconductor, these devices have
thermal and electrical limitations which must be observed if
acceptable performance and service life are to be achieved.

In general, thermal and electrical characteristics are mutual-
ly interrelated so actual limits depend on the particular
device application.

To help the user, most data sheets contain information on
maximum junction temperature (Tjmax), safe operating
area (SOA), maximum voltage and current ratings, as well
as steady state and transient thermal impedances. Despite
the wealth of information presented in a good data sheet,
it is not possible to provide graphs and reference tables to
cover all possible applications. The designer is still faced
with the problem of accurately calculating several quan-
tities such as junction temperature (Tj), total power dis-
sipation (PT) and correct SOA curve for the application.

The information on how to perform these calculations is
scattered. This application note intends to solve the prob-
lem by collecting the necessary information in one place
and arranging it in a logical order so that the thermal and
SOA design for power MOSFETs are no longer a mystery
but a relatively simple and direct procedure.

We begin by discussing thermal models for a MOSFET.
With this information, we then solve for Tj and P and
predict the system thermal stability. Finally, we demon-
strate the procedure for generating an SOA curve for a
particular application.

4-1

The MOSFET Thermal Model
The Steady State Thermal Model

Figure 1 gives a simplified thermal system diagram for a
MOSFET and the electrical circuit analog for the steady
state. By inspecting Figure 1B, we can write an expres-
sion for Tj:

Tj=Ta+ (Rgjc * Rocst Rosa) PT (D
For convenience we usually let:
Rpja=Rpjc + Rgcs + Rosa @)

so that:

Tj=Ta+Rgja Pr

This seems to be a very simple expression, but there is a
hidden problem: in a MOSFET, P is an exponential
function of Tj which leads to some difficulty in calculat-
ing Tj and PT. Before solving that problem, pause to
examine the elements of equation (1) and consider to
what degree the designer can control these elements:

1. T, is usually an externally imposed requirement
stated in terms of maximum temperature of the heat
exhaust medium.

2. Tjmax may be imposed externally such as in a mili-
tary application where Tjmax may be limited to +105°C
to +125°C. In some applications, the overall MTBF de-
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sired may dictate Tjmax. There is, of course, the maximum
rating from the manufacturer, to be exceeded only if drastic
reductions in operating life are acceptable. In any case, the
user makes the descisiion on the acceptable limits.

3. For a given die size, the value of ROjc will depend on
the package chosen. The same device, for example, will
have a smaller thermal resistance in a TO-3 package than in
a TO-39 package. Often, however, there is little flexibility
in package choice, particularly for larger devices. Another
way to lower joc is to paralle]l devices. For example, if
the choice is between a single IRF440 or two IRF430’s
in parallel, both possibilities will have the same RDS(on)s
but the effective Rgjc + Rgcs for the two devices will be
1/2 that for the single. Naturally there are disadvantages
to paralleling multiple devices, so it is up to the designer
to make the tradeoff.

4. Rggs is determined by package choice and by the
device mounting method on the heatsink. If the device
is mounted directly on a smooth, flat surface, without an
insulator, with a small amount of thermal grease and the
proper screw torque, then Rgcg will be low. If on the other
hand, the mounting uses an ungreased mica washer loosely
clamped to a rough surface, the Rg¢s will be large. Refer-
ence 1 of the bibliography has a thorough discussion on
semiconductor mounting.

5. Rgsa — The heat sink design is completely under the
designer’s control within practical and economic limits.
Multiple paralle] devices may be helpful in reducing Rggs
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because if the heat input to the heatsink is dispersed rather
than concentrated (at one point), the effective thermal
impedance will be lower for a given heatsink.

The Transient Thermal Model

In many applications, the power dissipated in the MOSFET
is pulsed rather than DC. For these applications, the ther-
mal model must be modified to account for thermal capa-
city introduced by the die, the case, the case insulator, and
the heat sink. A thermal model for pulsed operation is
shown in Figure 2A where the mass of each component is
represented by a capacitor.

As a practical matter, some of the capacitors are much
larger than others because of significant mass differences
in various parts of the system. For example, we can break
down Ry je(t) into its components as shown in Figure 2B.
The thermal time constants of elements in the packaged
device are given in Table 1.

Table 1
Element Thermal Time Constants

Element Thermal Time Constant
die 50 - 500 usec

die attach 1-5 msec
case 1 -5 seconds
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The dominant time constant depends on the power pulse
length. For example, if the pulse width is 100 usec, then
thermal response is determined primarily by the die charac-
teristics. The difference in time constants can be used to
detect imperfections in die mounting.

In most systems the heat sink time constant is long com-
pared to the device time constants and does not enter
into the calculation except for very long pulses (>10
seconds).

When a pulse of power is applied to this network, the peak
value for Tj will depend on peak power and on pulse
width (tp). Figure 3 shows the response of Tj to pulses of
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various widths but with the same peak value. The shorter

the pulse, the smaller the rise in Tj.

The variation in Rgjc(r) with tp is shown graphically in

Figure 4 where Rgjc(t) is normalized so that:

r(t)—M

= 4)
Rojc

For very short pulses, r(t) is quite small, but as tp is in-
creased 1(t) approaches 1, which is the same as saying that
for long pulses the transient impedance approaches the

steady state impedance.
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From this curve we can readily calculate Tjif we know P,
Rgjc and t¢, using the expression:

Tj =Tc + P1r(t) Rgjc )

Up to this point we have been discussing thermal response
to a single pulse; however, most applications have repetitive
pulses. Variations in Tj will have the form shown in Figure
5. In this case Tjmax may be much higher (for the same tp)
than it would have been in the single pulse case due to the
temperature rise resulting from the average power dissipa-
tion. The value of 1(t) for a repetitive pulse can be approxi-
mated from the single pulse curve using the following
expression:

r(t)=D+(1-D)r; +1p —13 (6)
where
b ‘
=r @)

tp = Pulse width of the power pulse
T = Pulse repetition interval

tpw = Composite pulse widths used to calculate ry, r2,
and r3

1 =r(t)fortpw= T+tp,D=0
: taken from the single

12 =1(t) for tpw = tp, D=0 pulse curve , Figure 4.

13=1(t) for tpyw =T,D =0

Equation (6) can readily be solved using the HP-41C pro-
gram given in appendix A.2.
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Figure 6 is a graph of equation (6) plotted on the single
pulse graph for several values of D. This graph, usually
included in the data sheet, allows the user to determine
r(t) by inspection. For duty cycles not plotted, the value
for r(t) can be estimated by interpolating between the
given curves.

MOSFET Power Losses

There are several possible power loss sources in a MOSFET:

1. Pg — the switching transition loss.

2. PG — the portion of the drive power dissipated in the
gate structure.
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3. P, — the power loss due to drain-source leakage

current (Ipgs) when the device is off.
4. Pp — the reverse diode conduction and t losses.

5. Pc — the conduction loss while the device is on.

Switching Transition Losses

Compared to a bipolar junction transistor (BJT), the
switching loss in a MOSFET can be much smaller, but
there are still some losses which must normally be ac-
counted for. The switching losses depend on both the
switch transition times and the type of load switched.
Examples of several typical loads, along with 1dealized
switching waveforms and expressions for Pg, are given in
Figures 7 through 10.

Their power losses can be calculated from the general
expression:

ts2
/ Vps Ip 4t {(8)
0

For the idealized waveforms shown in the figures, the
integration is quite easy and can be approximated by
calculating the area of a triangle or trapezoid.
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Table 2 gives a comparison of the switching losses for
resistive, clamped inductive and unclamped inductive
switching using representative values.

Table 2
Switching Loss Comparison
Fig:"e Vps | b1 | b2 | ts1 | ts2 fs Pg
7 100V 1A 1A | 100ns | 100ns |100kHZ 0.33W
8 100V 1A 1A | 100ns | 100ns [100kH7 1W
9 150V 0 2A | 100ns | 400ns |100kHZ4 6W

Notice how much higher the losses are for inductive
switching, particularly the unclamped case. Note also that
in Figure 9, tgp is not the turn-off switching time of the
FET, rather it is the time the FET remains in avalanche
breakdown. Breakdown will persist until the energy in L
is dissipated and the current falls to zero.

The capacitive load (Figure 10) has a peculiarity in the
turn-off waveform for Vpg. If the turn-off time for the
MOSFET channel (tg2) is very short and Ipp is small (or
C is large), then the rise time of Vpg is controlled by the.
load, i.e. the rate of charge of C, not by tg7. On the other
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hand, if Ipp is large (or C is small), the charge time of C
is short, and the rise time of Vpg is agian equal to tg.

A practical circuit example where such switching occurs is
shown in Figure 11 where both the internal capacitance
(Coss) and external parasitic capacitance (Cp) are in-
cluded. Given normal component values, at high loads IDD
will be large, and the rise time of Vpg at turn-off will
reflect the switching speed of the gate drive. At light
loads, however, IpD is small, and the rise time of Vpg may
slow down appreciably even though the gate drive has not
changed. This may deceive the user into believing that the
MOSFET is switching off more slowly than it is.

If the approximations are not accurate enough, then the
usual procedure is to photograph the turn-on and turn-off
waveforms, make straight line approximations, and then use
Equation (8) to calculate the losses. Greater accuracy is pos-
sible using a calculator with an integration subroutine, but
this is seldom required.

The switching losses within a MOSFET can be reduced by
using a snubber across the device from drain to source.
The usual purpose of a snubber is to reduce voltage and/or
current stress on the device. By altering the switching wave-
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forms, a snubber can also remove much of the switching
loss from the device. This allows it to run cooler, in turn
helping reduce conduction losses (PC). In some cases
the use of a snubber can significantly improve overall
efficiency; in fact, use of a snubber should be considered
even if it is not needed for device protection.

Gate Drive Losses

A MOSFET gate represents a capacitive load with some
series resistance to the driver as shown in the equivalent cir-
cuit in Figure 12. The total gate drive power (PGT) is
Pgr = Vnggfs O]
Where Qg is the peak charge in the gate capacitance, Vgs is
the peak gate voltage and fg is the switching frequency.

The portion of PGT which is actually dissipated internal to
the MOSFET is:

PG = Vs Qg fs (-G )

1
RTRG (10)

Typical values for RG range from 0.05 to 42 depending on
device chosen.
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Drain to Source Leakage Current Losses

When a MOSFET is turned off and Vpg is still present, a
small leakage current (Ipss) flows from drain to source.
This will cause some power dissipation (P1) during the
off interval:

PL =IpssVps (1-D) 1n
where D is the conduction duty cycle of the switch.

Normally Py, will be small since Ipsg is typically only a
few microamperes and may be ignored. If, however, Tj is
high or if Vg, during the off period, is not well below the
threshold voltage of the device, then P], may become
significant. Ipgg is not easy to measure in a switching
circuit because Ip alternates between amperes and micro-
amperes. If there is some question on the value for P, a
separate breadboard should be set up which reproduces
Vps, Vps and Tj during the off interval on a steady state
basis. From this Ipgg can be measured directly. As a
general rule, Ipss will double for an 11°C rise in Tj.

Internal Diode Losses

The MOSFET structure contains an internal diode oriented
as shown in Figure 13A. In most respects this is a normal
pn junction diode, and in some applications it is allowed to
conduct during a portion of the operating sequence, elimi-
nating the need for an additional external diode. The diode
losses during conduction are proportional to the product of
IRD and VE, which have the usual diode relationship (Fig-
ure 13B). The loss in the diode (Pp) can be approximated
rather well by:

Pp =IRD(avg) VF(avg) (12)

Rs RG
L
+
Vg : = Ciss
|
Driver | MOSFET

Gate Drive Equivalent Circuit
Figure 12

Some additional loss will occur during the reverse turn-off
interval (ty¢). This loss is usually small, but as the switching
frequency is raised (> 100kHz), it can become significant.
A reasonably accurate loss value can be obtained by photo-
graphing the voltage and current waveforms of the diode
during the reverse turn-off interval and then applying equa-
tion (8) to a piecewise linear approximation of the wave-
forms.

While the ty; losses are usually small and may frequently be
ignored, there is a condition which can greatly increase this
loss. The internal diode is actually the base-collector junc-
tion of a parasitic BJT. Under some conditions the BJT can
be turned on by a rapid dV/dt waveform. When this hap-
pens, the current waveform during tyy has a much larger
amplitude and lasts longer. This greatly increases the power
dissipation and can destroy the device. The best way to
detect this condition is by careful observation of the ty
current waveform. An applications note treating this prob-
lem in detail will be available from Siliconix.

Conduction Losses

In most applications, the major loss in the MOSFET is due
to the non-zero on resistance, RDS(on), through which
the drain to source current (Ipy) must flow. When con-
ducting as a switch, the device is simply a resistor, and the
conduction losses (P¢) are:
2
Pc ={ID (rms)‘ RpS(on) (13)

Note the root-mean-square (rms) value for Ip is specified.
This is quite different from a BJT in which the average
value of the collector current is normally used.

The expression for Pc looks simple, but that is deceiving
because RDS(on) is a function of several variables: the
junction temperature (Tj), the gate-to-source voltage
(Vgs), the drain current (Ip), and manufacturing variations.

The dependence of RDS(on) on Tj is shown in Figure 14.
This curve has been normalized so that RpS(on) = 1 when
T5= 25°C. Notice there are two curves: one for a low vol-
tage device and one for a high voltage device. Both curves
have a positive temperature coefficient, i.e. as T; increases,
Rpg increases. This is characteristic of all power MOSFETs.
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Each device type will have a unique temperature curve
(among devices of the same type, however, the curves will
be very similar) which the manufacturer empirically deter-
mines and places on the data sheet. However, the same de-
vice type from two different manufacturers may have some-
what different characteristics so the user should exercise
care when using this curve.

In general, given the same die size, a high voltage part will
have a higher RpS(on) and a higher temperature coeffi-
cient than a low voltage device due to the devices internal
resistance distribution. Figure 15 shows some of the resis-
tances inherent in a MOSFET. Repi is the resistance of the
epitaxial drain region. As the breakdown voltage is in-
creased, both the resistivity and the thickness of the epi-
taxial region must increase. The temperature coefficient of
this region is simply that of a positive temperature coeffi-
cient silicon resistor. Both the source resistance and the
connections to the die have positive temperature coeffi-
cients. The channel resistance is different in that it has a
negative temperature coefficient due to the gate. The
result of these competing temperature coefficients is that in
a low voltage device, the channel resistance is a major
portion of the total resistance, and thus the net tempera-
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ture coefficient is relatively low. In a high voltage device,
however, Repi dominates, and the temperature coefficient
is much larger. Variations of 8:1 or more between dif-
ferent device types are not uncommon.
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The dependence of RDS(on) on Vgs and Ip is shown in
Figure 16. For each value of Ip, three regions are defined:
off, transition, and on. In the off region, the device has a
very high resistance (Megohms), and the only current
flowing is IDSS. In the transition region, the device be-
comes a linear variable resistor controlled by Vgs. Because
the transconductance (gm) is so large (1 to 30S) in a MOS-
FET, this region exists only for a very small range of Vgg.
As Vgg is further increased, RDS(on) begins to stabilize;
a point is soon reached where a further increase in Vgg
gives little or no reduction in RpS(on). Normally there is
no advantage in raising Vgg above 12 to 15V.

As Ip is increased, both the values for Vgg in the transition
region and the minimum value of RpS(on) will increase.
This is due to an inherent effect, much like a JFET, which
pinches the current flow in the drain region as Ip increases.

In order to solve Equation (13), the designer must specify
Tj, Ip and Vgs. Vgs is externally imposed, so it is not hard
to define. The real ‘“Catch 22’ in solving equation (13) is
that RDS(on) is a function of Tj which is, in turn, a func-
tion of PT. We can’t solve one without the other! To make
things even more difficult, the Rps(on)/Tj characteristic
is derived empirically; we do not necessarily have a closed
form equation to express it. All is not lost, however, as we
shall see in the next section.

Determination of Pt and Tj

We can summarize our progress to this point by stating
that:

Pt = P{ + 2p(mms) Rps(25°c) RSN (15)

Tj =Ta+Rgja Pr (16)

where

P =Pg+PG+PL+Pp (17)

As long as P, is small, Py does not vary much with Tj;
for this analysis we will presume Pj is constant.

To find P and Tj, we must solve two equations for two un-
knowns. These are at least two possible solution methods:
The first is graphical and uses the data sheet curve for
RpSN the second is numerical and uses a calculator.
The numerical solution begins by fitting a curve to the
empirical data and then proceeds to solve for PT and Tj by
using a converging iterative algorithm. A numerical exam-
ple and a program for the HP-41 are given in Section 4.2.
The following is an example of a graphical solution.

We need to solve equations (15) and (16) simultaneously.
This can be done by plotting each equation on the same
graph. The desired solution will be the intersection of the
two plots. Equation (16) is simply a straight line, but equa-
tion (15) is a bit more complex. In equation (15), the only
variable is RpgN (Figure 14 is typical). This curve and the
desired curve for PT are the same except that the values of
the ordinant must be multiplied by a constant and an offset
applied. With a little algebra, we can use this curve directly
for a graphical solution. The following shows how this can
be done.

The device chosen (an IRF440) is rated for 500V at 8A and
comes in a TO-3 package. The case to sink insulator is pre-
sumed to be a greased beryllia washer. It is common prac-
tice to select a heat sink so that Rggy = Rgjc; this will be as-
sumed here.

EXAMPLE 1

Device type = IRF440 Rges = 0.2°C/W
RpS(on)at 25°C =0.8Q Rgsa = 1°C/W
Vgs =10V Ta = SOOC
ID(rms) =3A Pl = 5W
Rgic =1°C/W

Solve for PT and Tj :
STEP 1

Calculate Tj for two values of RDSN using the expression:

(18)

Tj=Ta+Rpja [P1+12pms) RDS(25°C) RDSN ]

RDSN Tj
0.4 67.3°C
2.0 92.7°C
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Note the values chosen for RpgN are selected for plotting
convenience. Any pair of points that are reasonably well
separated will suffice.

STEP 2

Plot the two points on the RDSN/Tj graph for the IRF440
(Figure 17) and draw a straight line which intersects the
RDSN curve.

STEP 3

From the intersection of the two curves, read off Tj and
RDSN:

Tj = 84°C 19)

RpsN =15 (20)
STEP 4
Calculate PT from the following expression:

Pr = Py + I2p(rms) Rps(25°C) RDSN  (21)
which for this example gives:

PT = 15.8W (22)

Certainly this is a simple means for finding Tjand P1.To
make this procedure even easier, this curve has been made
twice normal size in Siliconix’s data sheets.

This procedure can be used to give even more information;
in particular, it can tell us if the thermal system will be
stable, or if a thermal runaway condition exists. The
following example will illustrate.

EXAMPLE 2

If Ip in Example 1 1s mcreased to SA and steps 1 and 2 in
the procedure are performed, the graph will appear as
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shown in Figure 18. Notice there is no intersection. We do
not have a solution! We can explain the meaning of this by
realizing that equation (15) represents the heat input to
the thermal system, and equation (16) represents the
heat removed from the system. In Figure 18 we see that the
heat into the system is always greater than the heat being
removed, so Tj must rise. There is no equilibrium point.
This is a condition of thermal runaway which will destroy
the device.

Suppose Example 1 represents a device operating under nor-
mal load in a power converter. Further suppose Example 2
represents the same converter but with an output overload.
Example 2 shows that the converter will fail under this
overload. If the overload must be tolerated then it will be
necessary to reduce Rﬁja which will then rotate the line
representing equation (16) counterclockwise (as indicated)
until an acceptable maximum Tj is obtained. The maximum
value for Rgja for a given Tj can be calculated by rearrang-
ing equation (18):

Tj_Ta

(23)
P1+ I2p(rms) Rps(25°C) RDSN

max joa=

For example, if the maximum value for Tj in Example 2
is 150°C then:

max Rgjq = 2.0°C/W (24)
This could be achieved by increasing the size of the heat
sink so that:

Rgsa = 0.8°C/W (25)

In general even a tangent solution (dashed line in Figure 18)
is not acceptable because the parameters are seldom known
with sufficient accuracy. Supposedly stable tangent solu-
tions on paper may well display thermal runaway in the
hardware. A prudent designer will accept only those solu-
tions which have a clear intersection as shown in Figure 17.



The graphical method can also be used to illustrate the
effect of improvements in the thermal system. For example
suppose we reduce Pj and Rgja from the values used in
example 1, as follows:

EXAMPLE 3
IF:
P| = 3W (26)
Rgja = 1.8°C/W 27
THEN:
Tj = 74°C (28)
PT= 13.1W (29)

A comparison of Example | and 3 is given in Figure 19.
This example illustrates how relatively small changes can
have a significant effect. This happens because the thermal
system is regenerative, i.e. positive feedback. The effects
of small changes are exaggerated by positive feedback.
Relatively small changes can make the difference between
an efficient circuit and one with excessive losses.

The determination of PT and Tj may also be obtained by
using the HP-41 calculator program offered in section 4.2.

To reduce circuit losses, the designer has several variables to
work with:

1. As explained earlier, the thermal impedances are
usually designer controlled. From Example 3 we can see
that lowering Rgja is a very effective tool for reducing PT
and Tj‘

2. Rpg(on) can be made smaller. Because of the regen-
erative nature of the system, reducing RpS(on) gives a
proportionally larger reduction in PC. Rp§(on) can be re-
duced in several ways — a larger device, devices in parallel
and, to a limited extent, higher Vgs.

3. The value for the drain current is imposed on the
device by the circuit. Given the same application, 1t 1s
sometimes possible to change the current waveform to
minimize the value of ID(rms)-

For example, 1in a switchmode power converter, the size of
the low pass filter inductor is a variable. If the inductor is
small, the switch currents will be triangles, but if it is large,
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the switch currents will become trapezoids. This compari-
son is shown in Figure 20. Given the same average current
and duty cycle, the rms current will be lower for the tra-
pezoid than the triangle. The relationship between the two
is shown in Figure 21. Given that the losses are propor-
tional to lZD(,mS) and considering the thermal regenera-
tion, even a small reduction in Ip(rms) will significantly
reduce PC.

Another means for reducing Ip(rms) in switchmode con-
verters is to use an alternate circuit topology with a lower
rms switch current for the same power processed.

The following example illustrates the reduction in PC
made possible by making L larger and using an alternate
topology. For comparison, assume the following opera-
ting conditions:

input voltage, V§ =20 to 30V (30)
output voltage, Vo= 25V (31)
output current,[p = 3 Amp (32)

Two different circuits meeting our requitements are shown
in Figure 22. The first (A) is a parallel Quasi-Squarewave
Converter. The second (B) is a boost derived circuit in
which the switch conduction duty cycle is greater than
50% so that both switches are on simultaneously for a por-
tion of the switching sequence.

o

“L<L¢

“L=Lc

Drain Current

Time

L¢ 1s the value for L which will just maintain continuous
inductor current at a given load and operating frequency.

An lllustration of the Effect of Inductor Size on the Drain
Current Waveform in a Switchmode Converter
Figure 20
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We can calculate the rms values for the switch current (i)
in each circuit, first by assuming L is sufficiently large so
that the switch current waveforms are rectangles, and se-
cond by assuming L is smaller so that the waveforms are
triangles, but with the same value of D. The results of this
calculation are listed in Table 3.

In all cases i1(rms) is lower when L is made larger or when
circuit B is used in preference to A. The relative losses are
proportional to [il(rms)] plus a factor to allow for the
thermal regeneration. Currents can be compared by ex-
ponentiating the ratio by a factor of 2.5 giving a more
realistic comparison of the actual losses. The exponent will
always be greater than 2, just how much greater depends

20-30 V s

Table 3
Comparison Values for rms Switch Current
CIRCUIT  [aV25|(As)25 |fB )25
L Vs B A B
A B L L
Small | 20v | 3.0A | 2.79A] 1.20
1.36 1.43
Large | 20v | 2.65A] 2.42Aa] 1.25
Small | 25V [ 2.74 | 2.35 1.47
1.44 1.44
Large | 25v | 2.37 | 2.03 1.47
small | 30ov | 2.51A[ 1.77A] 2.39
1.44 1
Large 30V 2.17 1.77A| 1.66

Quasi-Squarewave Converter

+
5
> Vo= ~25V
>

The Converter Circuits Used for the Switch Current Calculations
Figure 22

on Rgja and RpS. As a rough guide, L should be at least
twice the critical inductance (L¢) required to maintain
continuous inductor current at full load over the range of
V. Making L much larger than 3X L usually isn’t worth-
while since most of the benefits have already been achieved.

Operation in discontinuous inductor current mode raises
the power losses rapidly to levels even higher than indicated
in Table 3. In general, operation at full power in the dis-
continuous mode is unacceptable from a power loss point
of view and is usually avoided at powers above 100W for
off-line operation and 25 to 50W for lower voltages.
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4. Snubbers can be used to remove some or all of Ps.

There are many different snubber circuits, and the litera-
ture is quite extensive [2-6]. The reduction in Pg will
depend on the particular circuit chosen.

5. An HP-41 program for calculating ID(rms) is given in
appendix A.1. This will greatly simplify the rms calculation
and make it easier to optimize the circuit.

The SOA Curve

A typical example of a MOSFET data sheet SOA curve is
given in Figure 23. The curve exhibits four limiting bound-
aries: maximum current (A-B), maximum power (B-C),
maximum voltage (C-D) and the RpS(on) limit (E-A).
The current limit is set at a level which limits the current
density in the bonding wires and in the die surface metali-
zation to provide reliable operation. The power limit is that
power dissipation which will raise Tj from T¢ to Tjmax-
The voltage boundary is determined by the designed break-
down voltage of the device. Actual breakdown voltage of
the device is higher than this limit but varies from one
device to another and varies with temperature. The SOA
boundary is selected to lie inside of all normal variations.
The RpDS(on) limit is due to the minimum “on” resistance
of the device. For example, it is not possible to have 10A
flowing through a 2 resistor when only 1V is applied.

At the present time, all manufacturers do not draw the
RpS(on) boundary the same way. The solid line in Figure
24 shows the actual limit allowing for the heating of the
device due to the power being dissipated. The dashed lines
represent the boundary for Rp§(on) at 25°C and 150°C.
Any of the three boundaries may appear on a data sheet.
Siliconix has elected to approximate the actual limit with
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two straight lines (dotted lines Figure 24) in the data
sheets since this gives a more accurate definition of this
boundary.

The data sheet SOA curve is not unique, even for one
particular device. The reason is the SOA boundaries do
not generally represent limits which, if exceeded, will
result in immediate destruction, but rather these bound-
aries are limits beyond which the service life of the device
becomes unacceptable. What is acceptable in one applica-
tion may not be in another. To illustrate this point, we
have added a third axis to the SOA curve (Figure 25) to
represent useful life. As the boundaries are reduced, the
useful life of the MTBF increases dramatically at first and
then more slowly. This is why in applications where espe-
cially long service life or very high MTBF is required,
significant derating may be needed beyond manufacturer’s
specifications.

The SOA curve is also a function of the T¢, Tjmax, tp
and D. The data sheet SOA curve will normally be for
T. = 25°C, a single pulse, and a few different values of tp.
Few actual applications enjoy these particular conditions.
The manufacturers should not be criticized since there are
an infinite number of possibilities, and they have merely
chosen to standardize on one, to allow a direct comparison
between different devices. The MOSFET SOA curve is also
patterned after the traditional Bipolar Junction Transistor
SOA graph.

For each application, the user must create an SOA curve
that reflects his specific requirements. Fortunately this is
not a difficult task.

Useful life
or MTBF
A

Derated long life SOA

Vps

Ptot max

Short life SOA

A Three Dimensional Representation of SOA for a MOSFET
Figure 25




How to Create Real-World SOA Curves

Figure 26 is a typical data sheet SOA graph. As pointed
out in the previous section, this graph is valid only for one
set of conditions which in this case is:

1. Tj =150°C
2. T¢ = 25°C
3.D = 0

4. tp = 100 usec

A typical user might wish to make the following changes:
1. T¢ higher

2. Ty lower

3. Repetitive pulses, D = 0

4. Derating of Vpg and Ip

5. A tp other than that shown on the graph

The new SOA graph can be created with a simple step by
step procedure as shown in the following example:

ASSUME:

1. Voltage and current derating factor = 0.8

100
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\
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o tp = 100 usec and DC
Single Pulse N
0.1
1.0 10 100 1000

Vps — DRAIN SOURCE VOLTAGE (VOLTS)

IRF440 SOA
Figure 26

2. ijax = 125°C

T = 85°C

w

4. tp = 200 usec
5. D =025

6. The device is an IRF440

7. Rgjc = 1°C/W

8. 1(t) = 0.27 (from Figure 6)

STEP 1: Re-draw the RDS(on) limited boundary.

Points on the boundary for Tj < 125°C can be calculated
from the following expressions:

Tj—T
Ip= (33)
Rgjc 1(t) RDS(on) RDSN

/ (Tj - Tc) RDS(on) RDSN
\Y; = 34
DS Rgjc 1(t) ha

For Tj= 125°C the boundary is defined by:

Vps =1Ip Rps (25°C) RpsN (125°C) (35)

A plot of the RDS(on) boundary for this example is shown
in Figure 27. The values for RpgN are taken from Fig. 28.
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Figure 27
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STEP 2: Re-draw the Ip and Vpg boundaries parallel to
the original boundaries but reduce them by a factor of
0.8 as shown in Figure 29. Note in this case the Ip
boundary does not exist because the Rpg boundary takes
precedence.

STEP 3: Re-draw the thermal boundary. The total power
for the boundary can be determined from:

T;—T
= —J3 - j48w

36
1(t) Rgjc o

100
@
a.
zZ N
- 10 N
g NI Derated Power
o
o
: AN
g N
= 10 AN
o N
|
e
Derated
BVDss
0.1 | |
1.0 10 100 1000

Vps — DRAIN SOURCE VOLTAGE (VOLTS)

Modified Boundaries for BVpgg and Power
Figure 29

Two points corresponding to this power are:

Vps Ip
A 50V | 2.97A
B 200V | 0.74A

Now plot these two points and draw a straight line between
them. This becomes the pulsed power boundary as shown
in, Figure 29.

The graph in Figure 30 (solid line) is the final SOA curve
for the IRF440, given the specified operating conditions. In
comparison to the original SOA curve (dashed line), the
new curve is very different. Clearly, if you use the un-
modified curve, it is highly probable that device failure
would occur if the device is operated anywhere near the
original limits.

Conclusion

As we have shown, the thermal calculations for a power
MOSFET are not particularly complex or time consuming.
It has also been shown how important these calculations
are to achieve an efficient and reliable design. Most design
parameters are under the designer’s control, and by juggling
the variables around a bit, an efficient design can usually
be achieved. If the thermal design is overlooked or given a
short shrift, there is small chance for a successful design.
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4.2 HP-41CV Power MOSFET Thermal
Analysis Program

Introduction

MOSPOWER FETs are being used in more and more
switching circuits now that high voltage and high
current devices are available at reasonable cost. One
of the most misunderstood facts about MOSFETs is
that they are not immune to thermal runaway when
driven with gate-to-source voltages between 10 and
20 volts. Under these conditions, the drain-to-source
on-resistance (RDS(on)) increases exponentially with
junction temperature and, consequently, so does the
power dissipated by the MOSFET for a given RMS
drain current.

Proper heatsink design, as with bipolar transistors, is
essential. Reference 1 gives an excellent account of
thermal design for MOSPOWER FETs and presents
an accurate graphical approach for selecting a heatsink
with the correct thermal resistance.

This application note presents a program for the HP-
41CV programmable calculator that computes the total
dissipated power (PT) and the operating junction
temperature (Tj) of a MOSPOWER FET. The pro-
gram features prompting for the ten input variables
required and fast convergence to the solution (if one
exists).

The ten input variables required are:

. Regression constant a

. Regression constant b

. Fixed MOSFET power loses (P1)

. RMS drain current (ID(RMS))

. RDS(on) at 25°C

. Ambient temperature (Tjy)

. Maximum operating junction temperature
(Tj(maximum))

NN WN =
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8. Thermal resistance junction to case (Rgjc)
9. Thermal resistance case to heatsink (Rgcs)
10. Thermal resistance heatsink to ambient (Rgga)

Regression constants ‘‘a’’ and ‘‘b’’ are used by the
program to determine the value of RDS(on) at dif-
ferent values of Tj. These constants can be obtained
from an exponential curve-fit to data points taken
from the normalized RDS(on) versus the Tj curve.
This curve shows RDS(on) as a function of Tj nor-
malized to its value at 25°C, and is of the form y =
aebX. Most manufacturers now include the curve as
part of their MOSFET data sheets.

The curve fitting can be done using the exponential
curve-fit program EXP which is included in the HP-
41 Statistics Pac. If this Pac is not available, then
the thermal analysis program can be instructed to
calculate constant ‘‘b’>’ given the value of constant
‘“a’’. This method is much faster than a separate
curve-fit operation, but the accuracy is reduced
slightly. In many cases though, this reduced accuracy
is more than adequate for the thermal program to
calculate useful results.

Theory

The program uses two iterative algorithms to deter-
mine the points on the PT versus Tj curve at which
the tangent line touches it and the Rgja line intersects
it (refer to Figure 1). Rgja is the total thermal resist-
ance from junction to ambient and is equal to Rgjc
+ Rgcs + Rgsa. By finding the point on the PT
curve at which the tangent line touches, the range of
T;j for which a solution will occur can be determined.
TLis range will extend from Tj, to either Tj(maximum)
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Figure 1

or Tj(tangent), whichever is lower. If Tj(tangent) is
lower, the maximum allowed Rgja is equal to the
reciprocal of the slope of the tangent line. If
Tij(maximum) is lower, however, the maximum
aﬁowed Rgja is then equal to the reciprocal of the
slope of the line passing through Ty on the Tj axis
and the Tj(maximum) point on the PT curve. By
comparing the actual Rgja with the maximum allowed
value, the algorithm that finds the intersection point
of the PT curve and the Rgja line is only entered if
a solution exists. This speeds up program execution
when a solution does not exist.

An implicit equation for Tj(tangent) can be derived
as follows:

PT = K12e®Tj + P;
(dissipated MOSFET power) 1)

where: K1 = ID(RMS)2 Rp§(on) @ 25°C

and: P1=Pswitching + Pleakage + Pgate
(fixed losses)

Therefore:
aP .
=T _ KyabePTi  (slope of P curve at ) )
oTj
also:
T-T .. .
PH = - (dissipated heatsink power) (3)
Rgja

For the tangent line where PT = PH and T =
Tj(tangent), we have:

K12ePTi + Py = (Tj — TaK1abePTj

and so:
Py

— T (€]
K1abebTj

Tj=Ta+ 1/b+

By choosing an initial value of Tj = Ty + 1/b, the
first iterative algorithm evaluates approximations of
Tj(tangent) according to:

P

Tiqp)=T 1/b + ————
(@) a+ 1/b+ Klabe{ij(l— 0}

(&)

The convergence condition chosen for this algorithm
is that | Tj(i)-Tj(-1)| be less than 1°C. In tests, the
algorithm converged to the required Tj(tangent) in
typically three to four iterations.

A second iterative algorithm finds the solution inter-
section point of the PT curve and the Rgja line. A
successive-approximation technique similar to that
used in analog-to-digital converter ICs is employed
to guarantee rapid convergence to the desired solution
point.

The algorithm uses two successive-approximation
registers, T1, and TH. Ty, is set initially to Ty while
TH is set to either Tj(maximum) or Tj(tangent),
whichever is lower. The flow chart in Figure 2 shows
that the approximation to Tj(intersection point)
becomes better and better, untill the magnitude of the
difference between PT and PH is less than 1% of
PT. When this condition is reached, the solution
intersection point has been found.

TL=Ta
TH = T} (MAX) OR T) (TAN)

EVALUATE Py, Py, AT
T =TL+TH
2
PH - Pr NYES DISPLAY
<0.01Py SOLUTION ST0P
No
NO
PH>PT L="To
Yes
TH=Ti()

The Aigorithm Used to Find the Solution Intersection Point
on the P Curve Employs a Successive Approximation
Technique to Achieve Rapid Convergence
Figure 2



Program Use

This program was written to facilitate easy use. If
desired, regression constants a and b can be deter-
mined using the HP-41 Statistics Pac curve-fitting
routines. Please refer to the Stat Pac Users Handbook
for instructions on using the curve-fitting routines.

‘When the program is executed, input data is prompted
for and put into storage registers R through Rg. An
editing feature has been incorporated into the input
routine that allows one to enter a set of data and
then selectively alter only those variables desired.
The input routine uses a standard prompt format as
follows:

‘““VARIABLE = CURRENT VALUE”

where ‘““VARIABLE”’ is the name of the particular
variable being prompted for and ‘‘CURRENT
VALUE”’ is the current contents of the storage reg-
ister associated with this variable. If the current value
of the variable is acceptable to the user, it can be
left unchanged simply by pressing the R/S key. If,
however, the variable must be changed before a sub-
sequent run of the program, a new value can be
keyed into the x-register and the R/S key then pressed.
This action causes the old data in the storage register
to be overwritten with the new data. The editing
feature also allows one to review a set of data after
it has been entered. By restarting the program at its
entry point and stepping through the prompts with
the R/S key, the previously entered variables can be
checked for correctness. The input prompt sequence
and register map are as follows:

register variable prompt sequence

Ro a A=
“CALC B Y/N?”’

R b “B="
Ry Py (fixed losses) “P1="
R3 Ip(RMS) “IDRMS =
R4 Rps(on) @ 25°C “RDS25 =
Rs TA “TA="
Rg Tjy(max) “TIMAX =
R7 Ryic “ROIC ="
Rg Rgcs “ROCS =
Rg Rgsa “ROSA =

After the first variable (a) has been entered, the pro-
gram will ask if constant b should be calculated from
constant a. The prompt ‘‘CALC B Y/N?”’ indicates
that the program is ready to do this. Pressing the Y
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key will cause b to be calculated and put into storage
register R]. Pressing the N key, on the other hand,
will cause this step to be bypassed thus leaving the
contents of register R unchanged.

The program also uses registers R1g through R17 as
temporary working registers as follows:

register variable
Rio K| (=Ip(RMS)2 Rps(on) @ 25°C)
Ry Ty iteration storage register
Riz Roja (maximum allowed)
Rj3 ROja (current value)
Ry TLG)
successive approximation registers
Rys TH()
Ri6 PH()
iteration storage registers
Ry7 Pr(i)

When the last variable Rgga has been entered, the
program iteratively calculates an approximation to
the junction temperature at the tangent point
(Tj(tangent)). It then informs the user of the calculated
va{ue with the following display:

“TITAN = VALUE”

The maximum allowed value of Rggy is then deter-
mined and compared to the input value of Rggy. If
the input value is too high, the program informs the
user with two ‘‘beeps’’ and the following display
sequence:

““ROSA TOO HI”
(pause)

““ROSA < MAX VALUE” where ““MAX VALUE” is a number

equal to the maximum allowed value of

R053

(pause)
“TRY AGAIN”’

(pause)
““ROSA = CURRENT VALUE”’

After the last display (above), the program will stop
and wait for a new value of Rggy to be entered. If
the new value is still too high, the last display
sequence will be repeated. When the new value of
Rgsa is acceptable to the program, it will go on and
iteratively calculate the solution point. After the solu-
tion point is found, the program will stop, and P
will be displayed. Pressing the R/S key will then
cause Tj to be displayed. Pressing the R/S key again
will cause the prompt ‘‘ROSA = CURRENT
VALUE”’ to be displayed so that new heatsink data
can be evaluated.




Example

A test was run to see how well the results from the
program matched those obtained from ‘a graphical
solution. The data used in example 1 of reference 1
was used as input to the thermal program, after con-

stant ‘‘a’’ had been determined from the normalized
RDS(on) curve shown in Figure 3. Determining con-
stant ‘‘a’’ from a graph such as that shown in Figure

3 is a very simple procedure because ‘‘a’’ is just the
value of RpgN at Tj = O°C.

The example data was as follows:
Device type = IRF440
Constant ‘‘a”” = 0.85
Constant ‘‘b>’ (calculated) = 6.50 X 10— 3

Fixed Power losses (P1) = 5 W

Ip RMS) = (
= (i 1)

RDS(on) at 25°C = 0.8Q
Ambient temperature (Tg) = 50°C

Max. junction temp. (Tj(max)) = 150°C

Rgjc = I°C/W
ROCS = 0.2°C/W
Resa = IOC/W

The resulting calculator output using the HP82143A
thermal printer is shown in Figure 4.

For case (i) with ID(RMS)
culated a solution of:

3A, the program cal-

Tj = 84.00°C and PT = 15.59 W
This agreed very well with the graphical solution of:
Tj= 8 Cand PT= 158 W

For case (ii) with ID(RMS) = 5 A, both the calculator
and graphical methods indicated there would be no
solution, i.e., thermal runaway would occur. As a
bonus, the program also indicated that to have a
stable thermal system with Tj below Tj(max), Rgsa
must be less than 0.80°C/W.

Conclusion

It has been shown that a numerical solution to the
problem of power MOSFET thermal analysis can be
just as accurate as a graphical solution, and, in addi-
tion, .it eliminates the requirement for any additional
paperwork (i.e., graph plotting).

The HP-41CV calculator program presented will find
the required solution point (if it exists) within a matter
of seconds and will allow selective evaluation of many
different MOSFET/heatsink combinations in a short
period of time.

This program should prove to be a useful tool to the
designer of any power MOSFET switching circuit
because it is simple to use, accurate, and fast.
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Program Listing

016LBL "MTAP”
02 “PROGRAM MTAP"
03 AVIEW

04 PSE

05 FIX 3

06 CF 00

07 “A="

08 ARCL 00

09 PROMPT

10 FS?C 22

11 STO 00
126LBL 00

13 AON

14 “CALC B Y/N?"
15 PROMPT

16 AOFF

17 ASTO X

18 “N”

19 ASTO Y

20 X=Y?

21 GTO 01
22y”

23 ASTOY

24X Y?

25 GTO 00

25 RCL 00

27 1/X

30/

31 STO 01
326LBL 01
338Cl2

34 "B="

35 ARCL 01
36 PROMPT
37 FS?C 22
38 STO 01
39 FIX 2

40 "P1="
41 ARCL 02

Reference

PROGRAM MTAP
A=0000
A=0000

CALC B Y/N?

Y

B=6 50E-3
P1=000

IDRMS=000
RDS25=000
TA=000
TIMAX=0 00
ROJC=000
ROCS=000
ROSA=000

TJTAN=231 66
PT=1559

TJ=84 00

42 PROMPT
43 FS?C 22
44 STO 02
45 “IDRMS="
46 ARCL 03
47 PROMPT
48 FS7C 22
49 STO 03
50 “RDS25="
51 ARCL 04
52 PROMPT
53 FS7C 22
54 STO 04
55 “TA="

56 ARCL 05
57 PROMPT
58 FS2C 22
59 STO 05
60 "TIMAX="
61 ARCL 06
62 PROMPT
63 FS?C 22
64 STO 06
65 ‘ROJC="
66 ARCL 07
67 PROMPT
68 FS?7C 22
69 STO 07
70 “ROCS="
71 ARCL 08
72 PROMPT
73 FS?°C 22
74 STO 08
754LBL 02
76 “ROSA=""
77 ARCL 09
78 PROMPT
79 FS?°C 22
80 STO 09
81 FS? 00
82 GTO 06

XEQ

850

500
300
80
5000
150 00
100
20
100

“MTAP"

RUN
RUN

RUN
RUN
RUN
RUN
RUN
RUN
RUN
RUN

RUN

Using the Example Data, the HP-41CV Thermal Program
Produced an Almost Identical Solution to That Produced
Using the Graphical Method Described in Reference 1

83 SF 00
84 RCL 03
85X 2
86 RCL 04
87 *

88 STO 10
89 RCL 05
90 RCL 01
91 1/X

92 +

93 STO 11
944L1BL 03
95 RCL 02
96 RCL 11
97 RCL 01
98 *

99E X
100 RCL 01
101 *
102 RCL 00
103 *
104 RCL 10
105 *

106/
107 RCL 01
108 1/X

109 +
110 RCL 05
111 +

112 RCL 11
113 X<>Y
114 STO 11
115 —

116 ABS
171

118 X<=Y?
119 GTO 03
120 “TJAN=""
121 ARCL 11
122 AVIEW
123 PSE

Figure 4

124 PSE
125 CLD
126 RCL 11
127 RCL 06
128 X>Y?
129 GTO 04
130 RCL 01
131 *
132E X
133 RCL 00
134 %

135 RCL 10
136 *

137 RCL 02
138 +

139 RCL 06
140 RCL 05
141 —

142 X<>Y
143/

144 GTO 05
1456LBL 04
146 RDN
147 STO 06
148 RCL 01
149 *

150 E X
151 RCL 01
152 *

153 RCL 00
154 %

155 RCL 10
156 *

157 1/X
158LBL 05
159 STO 12
1606LBL 06
161 RCL 12
162 RCL 07
163 RCL 08
164 +

Rudy Severns, ‘‘Safe Operating Area and Thermal
Design for MOSPOWER Transistors,”’ Siliconix

Applications Note AN83-10, November 1983.

“MTAP"

RUN
RUN
RUN
RUN
RUN
RUN
RUN
RUN
RUN
RUN
RUN

RUN
RUN

XEQ
PROGRAM MTAP
A=0850
CALC B Y/N?
N
B=6 50E-3
P1=500
IDRMS=3 00
500
RDS25=0 00
TA=50.00
TJMAX=150 00
ROJC=100
ROCS=020
ROSA=100
TJTAN=214 95
ROSA TOO HI
ROSA<0 00
TRY AGAIN
ROSA=100
70
PT=47 41
TJ=140 00
165 RCL 09
166 +
167 STO 13
168 X<Y?
169 GTO 07
170 TONE 7
171 TONE 7
172 “ROSA TOO HI"
173 AVIEW
174 PSE
175 RCL 12
176 RCL 07
177 RCL 08
178 +
179 —
180 "ROSA < "
181 ARCL X
182 AVIEW
183 PSE
184 PSE
185 “TRY AGAIN"
186 AVIEW
187 PSE
188 GTO 02
189@LBL 07
190 RCL 05
191 STO 14
192 RCL 06
193 STO 15
1946LBL 08
195 RCL 14
196 RCL 15
197 +
198 2
199/
200 STO 11
201 RCL 05
202 -

203 RCL 13
204
205 STO 16

206 RCL 11
207 RCL 01
208 *

209E X
210 RCL 00
211 *

212 RCL 10
213 *

214 RCL 02
215 +

216 STO 17
217 100
218/

219 RCL 16
220 RCL 17
221 -

222 ABS
223 X<Y?
224 GTO 10
225 RCL 17
226 RCL 16
227 X>Y?
228 GTO 09
229 RCL 11
230 STO 14
231 GTO 08
2326LBL 09
233 RCL 11
234 STO 15
235 GTO 08
236@LBL 10
237 “PT="
238 ARCL 17
239 PROMPT
240 “TJ="
241 RCL 11
242 INT

243 ARCL X
244 PROMPT
245 GTO 02
246 END
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Chapter S
Practical Design Considerations

S.1 High Speed Gate Drive Circuits

Introduction

Many design aids and application notes have been
written about driving power MOSFETs directly from
CMOS or open-collector TTL logic. These schemes
are very attractive because of their simplicity (see
““Using Power MOSFET Transistors to Interface from
IC logic to High Power Loads’’ in Section 6.3), but
the switching times of MOSFETs driven in this man-
ner are often too slow for many applications. This is
not by any means a result of the MOSFET having
inherently slow switching times; in fact, any power
MOSEFET can be switched ON or OFF in less than
10 nsec if desired. When a MOSFET is driven by
logic, the loss of its potential high speed switching
characteristics is actually due to the limited peak out-
put current available to charge or discharge the effec-
tive gate-to-source capacitance.

The larger the die area of the power MOSFET being
driven, the larger its effective gate-to-source capac-
itance (Cgs(eff)). Consequently, the total gate charge
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(Qg) required to change the gate-to-source voltage
from O to 10 volts, or vice-versa, also increases.
Logic gates, with their very limited peak output cur-
rent (or 0Q/At) capability, are inevitably the limiting
factors if used as gate drivers for modern, large power
MOSFETs.

Additionally, a phenomenon known as the ‘‘Miller
effect’” causes the effective gate-to-source capacitance
of a common-source connected power MOSFET to
assume a much larger value than its static specification
during a switching transition. This phenomenon,
illustrated in Figure 1, is well known to the designers
of analog circuits and is often used to advantage.
However, in high-speed gate drive circuits, it neces-
sitates a substantial peak output current capability.

Since Cgs(e;ff) A 6Qg/6Vgs, from Figure 1 it can

be seen that this parameter is essentially constant at
about 700 pF below VGS = 6 volts. Cgs(eff)
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of Maximum Effective Gate to Source Capacitance
at a Vgg of Approximately 7 V
Figure 1
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increases rapidly when the MOSFET turns on or off
at VGS = 7 volts, as indicated by the approximately
horizontal portions of the turn-on and turn-off VG§
versus Qg charge transfer curves. Above VG§ = 7
volts, C s(eff) returns to a lower constant value of
approx1mate1y 1900 pF. One can see that, due to the
large capacitance in the ‘‘horizontal’’ region of the
curves, a relatively large amount of charge is required
to change VGS by only a fraction of a volt.

It is difficult to quantify the actual value of Cgs(eff)
in the ‘‘horizontal’’ region of the charge transfer
curves because it varies with Vpg. In practice, one
really doesn’t need to know the value of Cgg(eff) in
the ‘‘horizontal’’ region anyway. The curves shown
in Figure 1 provide enough information to accurately
determine how fast a MOSFET will switch when
driven by a particular circuit.

OFF ON ON OFF
Vos
90% 90%[ Vos
Ve
Vaa
4 Vg2
g
Vg1 Vg2 Vg1
| 7 ;
T L
Qg1 Qg2 Qg3 Qg3 Qg2 Qg1

TURN-OFF

Switching Time Equations

Q R ) VGG a _ Qg3 - Qg R 1 VGG 5

td(on) = gen In VGG - Vai ) td(off) = V66 — Vg2 gen In Va2 3)
Qg2 - Vg]) Qg2 — Qg1 ng)

[ ! Rgenin (oo ——EL) 1= Rgen In | =— %)

= Ve - v a1 Reen Vc.c Ve2) @ 0= Ve = v e "\ @

These Four Equations Enable One to Calculate the Switching
Times of a Power MOSFET, Based on Classical Circuit
Analysis of the Driver Circuit Model Shown in Figure 3

Figure 2
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l

This Simple Circuit Can Be Used to Model a Voltage Source
Type Gate Drive Circuit
Figure 3
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In Figure 2, the pertinent equations for determining
the four switching times td(on), tr, td(off), and tf
are given, based on classical circuit analysis of the driver
circuit model shown in Figure 3. In order to minimize
the switching times, it can be seen that the output
resistance Rgen must be made as low as possible.
Doing this also increases the immunity to possible
mode 1 (0VDS/dt) breakdown (reference Section
5.4). As an example, if we let VGG = 10 V and
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en = 2, the four switching times for the MOS-
F]%T deplcted in Figure 1 are as follows:

td(on) = 1.7 nsec
tr = 10.2 nsec
td(off) = 4.3 nsec
tf = 4.3 nsec

For a low value of Rgen, we see that the MOSFET
will switch very rapidly. However, a low value of
Rgen also means that the peak MOSFET gate current
can be large during the switching transition. Increasing
the value of Rgep reduces the peak gate current drawn
by the MOSPgET but degrades the switching speed
of the device. It is up to the designer to trade off
switching speed against peak MOSFET gate current
for a particular application.
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This Circuit May Be Used to Model the Current Source Driver
Circuits Such as the Siliconix D469 IC
Figure 4

Certain gate drive circuits will appear to a MOSFET
not as a voltage source with a series output resistor
Rgen, but rather as a current source (or sink). This
is the case for both the D469 and DS0026 IC drivers
to be discussed later. Figure 4 shows a circuit that
can be used to model these two devices. If the peak
output capability of a current-source type driver is
known, the total turn-on or turn-off time for a power
MOSFET driven by it can be very easily determined.

AQ
0 ®)

If the MOSFET depicted in Figure 1 is driven by a
current-source driver with a 3 A output sink or source

capability, the total turn-on or turn-off time, assuming
a VGs swing of 0 to 10 volts and vice versa, is:

25 nC

3A
This is a very fast switching time for any power
MOSFET regardless of the application, but in many
cases, more moderate switching times and hence
lower gate currents will suffice.

By definition: At =

ton (or toff) = 8.33 nsec

Let’s examine three groups of high-speed gate drive
circuits suitable for driving most of the larger power
MOSFETs available when the required switching
times are less than 50 nsec.



Direct Coupled Drive Circuits Using ICs Alone

Until now, the most popular IC for driving MOSFETSs
in high speed switching applications has been the
DS0026 MOS clock driver made by National Semi-
conductor. This dual-channel bipolar IC can sink or
source a relatively large peak output current (1.5 A)
and has inherently small propagation delays within
its internal circuitry. It also operates from a wide
supply voltage range (22 V).

Unfortunately, the DS0026 has some drawbacks
which prevent it from being the ‘‘perfect’’ IC driver.
Since the DS0026 requires a large logical “‘1’” input
current (10 mA), it is unsuitable for use in applications
where the control logic is LS TTL or high-speed
CMOS. The large quiescent supply current the device

1 DS0026 +12V

01 uF CERAMIC
11

draws with one output at zero volts (30 mA) means
its average power dissipation at low MOSFET duty
cycles will be quite large (as high as 0.5 watts).
Additionally the DS0026 is configured as an inverting-
only driver and requires two external TTL inverters
when non-inverting drive is required.

As an alternative, the D469 CMOS quad power
MOSFET driver from Siliconix can be used to replace
the DS0026 in just about all but the higher speed
switching applications. Each driver in the D469 may
be configured as being either logically inverting or
non-inverting and can sink or source a peak current
of 0.5 A. To obtain greater peak output current capa-
bility, necessary when driving large capacitive loads,
each of the D469s outputs may be connected in
parallel if desired.
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The Schematic Diagram of the Test Fixture Used to Evaluate
the Switching Performance of the DS0026 and D469 Shows
Identical Load Conditions for Each Device
Figure 5
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Both the DS0026 and D469 were incorporated into
a test fixture driving identical power MOSFETs with
identical loads so that their switching performance
could be compared. Figure 5 shows the schematic
diagram of this fixture. The power MOSFETs used
were Siliconix IRF243s with a maximum static Cjgg
of 1600 pF and a maximum static Crgs of 300 pF.

The load resistance for both MOSFETs was approx-
imately 4.6 ohms (non-inductive), and the power
supply voltage was 60 V. Both the DS0026 and the
D469 were powered from a separate 12-volt power
supply and driven by a TTL level pulse train. The
pulse train had a pulse width of 150 nsec and a
repetition rate of 1 kHz.

[

0S0026 V\

D469

This Graph Shows the Gate Waveform Rise Times for 1
DS0026 Output Versus 2 Paralieled D469 Outputs
(Vert: 2.4 V/Div, Horiz: 20 ns/Div)

Figure 6
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N
DS0025 \

The Fall Times of the Gate Waveforms for 1 DS0026
Output Versus 2 Paralleled D469 Outputs
(Vert: 2.4 V/Div, Horiz: 20 ns/Div)

Figure 7

Since the DS0026 contains two independent drivers
and the D469 has four, a fair test would be to compare
the two devices as dual drivers. Thus, two D469 out-
puts were paralleled and compared to a single DS0026
output in drive capability. Figures 6 and 7 indicate
that on a “‘per chip’’ basis, the D469 was essentially
the equal of the DS0026. To be precise, the D469
gate waveform’s rise and fall times were 36 nsec and
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44 nsec, respectively, while the DS0026s were 26
nsec and 42 nsec. It appears that the DS0026 was
somewhat faster (by 10 nsec) on the rising edge of
its waveform than the D469, but both had very similar
fall times.

Some further tests were conducted to see how the
D469, with two or more outputs connected in parallel,
compared to the DS0026 with both of its outputs
connected in parallel.

DS0026

A
N

)

LV,

This Graph Shows the Gate Waveform Rise Time for 2
Paralleled DS0026 Outputs Versus 4 Paralleled D469 Outputs
(Vert: 2.4 V/Div, Horiz: 20 ns/Div)

Figure 8
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The Fall Times of the Gate Waveforms for 2
Paralleled DS0026 Outputs Versus 4 Paralleled D469 Outputs
(Vert: 2.4 V/Div, Horiz: 20 ns/Div)

Figure 9

Figures 8 and 9 show the rise and fall times of the
gate waveforms for the D469 with four outputs in
parallel versus the DS0026 with two outputs in par-
allel. Here it can be seen that the DS0026 with rise
and fall times of 22 nsec and 30 nsec, respectively,
was still the faster of the two — but not by much.
The D469 came in a very close second with rise and
fall times of 32 nsec and 42 nsec, respectively. Inter-
estingly enough, the rise and fall times of the D469
with four outputs connected in parallel were virtually
the same as those with only two outputs in parallel.
The rise and fall times for the DS0026, on the other
hand, showed some improvement.



The main difference observed between the D469 and
the DS0026 was the propagation delay-time each
device exhibited. For the D469 this parameter was
approximately 50 nsec while that of the DS0026 was
in the range of 5 to 10 nsec. Figure 10 clearly shows
this difference. It should be noted that Figure 10 is
the only one in which the difference in propagation
delay is shown. Figures 6 through 9 do not show
this because it is easier to compare switching wave-
forms when the oscilloscope traces are overlaid with
one another.

DS0026 L

/ D469

—t—

This Graph Clearly Shows the 50 ns Difference in
Propagation Delay Between the DS0026 and the D469
(Vert: 2.4 V/Div, Horiz: 20 ns/Div)

Figure 10

In summarizing the results of this comparative test,
we can say that the D469 is really a DS0026 in a
““CMOS disguise.”” Although the DS0026 was faster
than the D469 in both cases, its speed advantage was
no more than about 10 nsec in any of the rise and
fall time measurements. As a two-channel driver the
D469 is the obvious choice, especially when one
considers its low power consumption compared to
the DS0026. In the test fixture shown in Figure 5,
the DS0026 drew an average supply current of 30
mA and thus consumed about 360 mW of power
while the D469 drew an average current of slightly
more than 2 mA and consumed about 25 mW of
power. Needless to say, the DS0026 ran quite hot to
the touch while the D469 was cold. The 50 nsec
propagation delay of each driver in the D469 should
not pose any problem at all as long as the MOSFETs
in a particular circuit are all driven by D469s.

Direct Coupled Drive Circuits Using
Discrete Components

If the IC gate drivers described above begin to become
the limiting factor in the performance of MOSFET
switching circuits that use them, it is inevitably the
result of two factors:

(1) The peak output current capability of the IC is
not high enough.

(2) The device has inherent switching times which
are too slow.
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When it is desired to drive very large single chip or
multichip power MOSFETs with switching times in
the range of 50 nsec to 20 nsec, a current booster
stage may be added to either a D469 or a DS0026
with no loss of switching speed. Figure 11 shows
how a complementary MOSFET booster stage can
be connected to one output of a D469. The additional
output buffer functions in exactly the same manner
as a CMOS logic inverter, and its output voltage
swings all the way to either power rail. Current is
only drawn by the buffer during switching transitions;
consequently, the average power it dissipates is pro-
portional to the switching frequency. The buffer may
also be used by itself if the TTL input level compati-
bility of the D469 is not required.
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NOTE: Q1 AND Q2 COMPRISE 1/2 A VQ7254 POWER MOSFET ARRAY
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A Simple CMOS Current Booster Stage Can Be Added
to a D469 Output to Increase Its Qutput Capability,
or May Be Used on Its Own
Figure 11

Depending on the MOSFETS used in the buffer stage,
the available output current can be as high as several
amps. For the VQ7254 dual complementary pair
shown in Figure 11, the pulsed output current spec-
ification is three amps. This is a six-fold improvement
over the 0.5 A peak output sink/source. capability of
each channel of the D469 alone.

For very high speed applications where MOSFET
switching times of less than 20 nsec must be achieved,
both small internal propagation delays and high peak
output current capability are the necessary character-
istics of a gate driver circuit. Figure 12 shows a
circuit which works very well with large capacitive
loads. When the input to the driver is a logical ‘0,
Q1 is held in conduction by one half of the DS0026,
and Q2 is clamped off by Q1. When a logical ‘‘1”’
input occurs, Q1 is turned off and a current pulse is
applied to the gate of Q2 by the other half of the
DS0026 through Tj. After about 20 ns, T saturates,
and Q2 is held on by its own Cgg and the bootstrap
circuit comprised of C1, D1 and Rj. For pulses less
than 50 usec wide, the bootstrap circuit may not be
needed because the input capacitance of Q2 discharges
very slowly. At the end of the logical ‘“1”’ input
pulse, Qj turns on, shutting off Q2.
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A Circuit Capable of Driving Very Large Capacitive Loads Is
Shown in This Diagram Along with Its Tabulated
Performance Under Varying Load Conditions
Figure 12

One can see that the switching performance of the
above mentioned driver is extremely good with large
capacitive loads, and it is suitable for driving even
the largest currently available power MOSFETs.

High Speed Isolated Drive Circuits

Many switching applications involve driving power
MOSFETs from control logic or other circuitry that
is ground referenced. The question that inevitably
arises is: how does one drive power MOSFETs whose
sources are not ground referenced? The solution, of
course, is to use some form of DC isolation between
either the control logic and the driver or between
the driver and the MOSFET(s).

There are basically two viable methods that can be
used to provide DC isolation between a MOSFET
and its associated control circuitry when necessary.
These are:

() Transformer isolation
(II) Opto-coupler isolation

Each method has its own inherent advantages and
disadvantages as far as performance/cost trade-offs
are concerned. We will examine them in more detail.

(I) Transformer isolation

Figure 13(a) shows a simple transformer drive circuit
that effectively isolates the ground referenced D469
from the n-channel MOSFET with a floating source.
Unfortunately, this circuit has a major problem: the
AC waveform across the primary winding can be
asymmetrical. This follows from the fact that the
average of the transformer winding volt-seconds
product must equal zero as shown in Figure 13(b).
Therefore, the gate enhancement voltage of the
MOSFET will vary with duty cycle, being greater at
low duty cycles and smaller at high duty cycles.
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If a wide range of duty cycles must be accommodated
then the MOSFET gate will be overdriven at low
duty cycles and underdriven at high duty cycles. This
can lead to variations in the total MOSFET switching
time as is evident from equations (1) to (4). However,
for those applications where only a moderate variation
in duty-cycle is to be accommodated, this simple
circuit can work very well.
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Drive for the Power MOSFET

Vas

a
1
I

-

=
I
1

j

b) The Resulting Gate Voltage Can Be Seen to Be an
Asymmetrical AC Waveform, Whose Amplitude Varies with
Duty Cycle
Figure 13

There are transformer isolated drive circuits where
V@GS does not vary with duty cycle. Figure 14 shows
a transformer coupled drive circuit in which the pri-
mary winding sees only a symmetrical AC waveform.
VGs is fixed by the voltage swing at the output of
the D469 drivers and the turns ratio of the transformer.
The AC voltage swing across the primary of the
transformer can be seen to have a peak to peak value
of 2 Vpp since one D469 output is at 0 volts while
the other is at Vpp and vice-versa.
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This Transformer Coupled Drive Circuit Generates a A Bipolar Transistor and Its Associated Components Reduce
Symmetrical Gate to Source Voltage Waveform for Each the Effective Drive Impedance Presented to the Gate
MOSFET, Whose Amplitude is Independent of Duty Cycle Terminal of the MOSFET

Figure 14 Figure 15

C] is added to the circuit to prevent a DC component adding a bipolar transistor Q1 and its associated com-
from appearing across the primary of T) due to a ponents as shown in Figure 15, these problems can
potential lack of symmetry in the switching times of be overcome. At turn-off, Q is driven on by the
the two drivers used. The value of Cj is determined energy in T, clamping the gate of Q to its source.
by the magnetizing current of Tj. It should be large Even after all the energy in Tj is discharged, Q)
enough so that the voltage drop across it due to the still presents a relatively low impedance to the gate
magnetizing current during one half a cycle is small of Q2.

compared to Vpp.
(II) Opto-Coupler Isolation
Of course, current booster stages may be added to the
D469 outputs in Figure 14 to increase the drive cur- Figure 16 shows a different method of providing DC
rent to the primary winding and hence the gates of isolation in a totem pole MOSFET ‘‘H-bridge”’ circuit
the MOSFET(s). Additional isolated windings may that uses n- and p-channel devices. Here a D469
also be added to Tj so that totem pole MOSFETs driver is referenced to the positive power supply rail
in bridge circuits may be driven as illustrated in and an opto-coupler is used to provide DC isolation
Figure 14. between it and the low voltage control logic. A —12
volt power supply, referenced to the positive rail, is
Often the impedance of the secondary winding(s) that generated for the D469’s ground pin with a zener
drive the MOSFETs may well be high enough to diode, capacitor, and resistor.
cause mode 1 (@ Vps/At) triggering problems. By

OPTOCOUPLER
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This Schematic Diagram Shows a Different Method of
Providing Isolation — Floating a D469 Driver and Optically
Coupling the Logic Drive to the Upper MOSFETs
Figure 16
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The D469 in this example provides gate-drive voltages
for the p-channel MOSFETs that swing from the
positive rail to 12 volts below it. The reservoir capac-
itor (C) must be large enough to ensure that sufficient
charge is available for transfer to the gates of the p-
channel MOSFETs.

Here again a complementary MOSFET current booster
stage can be added to the floating D469 as well as
to the ground referenced one to increase the output
current capability.
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5.2 Temperature Compensated Biasing for Power
MOSFET:s in Linear Amplifiers

Introduction

Many of the highest performance audio amplifiers
available today use power MOSFETsS in their output
stages. The advantages of using power MOSFETs
instead of bipolar transistors in an amplifier output
stage have been well described in numerous arti-
cles[1,2,3]; however, important thermal characteris-
tics of MOSFET output stages are often overlooked.
The purpose of this application note is to familiarize
the designer with these characteristics and to show
how to compensate for them when necessary.

It is a misconception that power MOSFETs have a
negative temperature coefficient of saturated drain
current at all values of gate-to-source voltage. Figure
1 shows that for large gate-drive voltages (six volts
and above) the temperature coefficient of a power
MOSFET is negative. In applications where substan-
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ZERO
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Vas(V)

The Saturated Ip Versus Vgg Transfer Characteristics
of an IRF521 n-channel DMOS Power FET Clearly Show
the Occurrence of the Zero TC Point at a Vgg of
Approximately 4.7 V
Figure 1

59

tial drain current (and hence gate-drive) is required,
the drain current decreases as the junction tempera-
ture increases, causing the device power dissipation
to decrease as well. If adequate heatsinking for the
power MOSFET is provided then thermal runaway
will not occur.

Linear amplifiers, on the other hand, generally re-
quire a certain value of quiescent current in the output
stage to minimize crossover distortion. This value of
quiescent current is normally made less than 100 mA
per device to minimize power dissipation with no
output signal. The problem here is that the quiescent
gate-to-source bias voltage of each MOSFET may
only be a few tenths of a volt greater than its threshold
voltage (VT). Under these conditions, the tempera-
ture coefficient of drain current is positive, and if not
compensated for, can result in thermal runaway in the
output stage.

An obvious solution might be to bias the MOSFETs
in an output stage at the zero TC point indicated in
Figure 1. This would be acceptable if the zero TC
point occurred at a drain current value within the
required quiescent bias current range of interest.
Unfortunately, since most power MOSFETSs exhibit a
zero TC point at a gate-to-source voltage of between
four and seven volts, the corresponding drain current
(depending on the device) can be as high as several
amps. Such a large value of quiescent bias current is
unacceptable because the power dissipation at idle
would then be very high. The output devices would
inevitably fail due to excessive junction temperature
if called upon to deliver any appreciable power to a
load.




Figure 2 shows a typical complementary MOSFET
source-follower output-stage and its associated bias
and driver circuitry. The biasing network is generally
an adjustable DC voltage source connected between
the bases of the complementary Darlington bipolar
transistor driver stage. If this bias voltage generator
is fixed with respect to the junction temperature of
the MOSFETs, their bias currents will rise as they
heat up. As the bias currents of the MOSFETs rise,
however, the quiescent power dissipation increases
and causes the MOSFET junction temperatures to
rise even further. This is clearly an unstable situation
and must be avoided in a viable amplifier design.
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MOSFET Audio Power Amplifiers
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This paper investigates the physical phenomena that
govern the behavior of power MOSFETs with tem-
perature and presents two simple biasing circuits that
effectively compensate for the positive temperature
coefficient of drain current at low bias levels.

Theory

The experimentally observed temperature depend-
ence of saturated drain current in a power MOSFET
is illustrated in Figure 3. Clearly, under low bias
conditions the temperature coefficient of drain cur-
rent is positive. In order to compensate for such a
temperature dependence, we need to know which
electrical characteristics of a MOSFET vary with
temperature and which ones are dominant at low
values of ID.

Despite their structural differences, the conventional
planar MOSFET and a DMOS power FET exhibit
similar electrical behavior in the saturated region of
operation. Consequently, conventional device models
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provide a reasonably accurate description of the I/'V

characteristics. For VDS > VGS— VT and Vf;f >
VT, the drain current of a MOSFET is given byl4

ID(SAT) = g (VGs - V)2 M
where
B= E%O—f‘—v—v (the transistor gain) ~ {A/V2}
and
w = carrier mobility {cm2/V.sec}
Cox =  gate capacitance per
unit area {Flcm?2}
W = total gate width {cm}
L' = electrically effective
channel length {cm}
VT = threshold voltage {Vv}

It is important to accurately determine the true
threshold voltage of a MOSFET in order to obtain
agreement between equation (1) and the actual device
characteristics.



Most manufacturers specify a convenient, fixed value
of drain current (usually 1 mA) at which the “thresh-
old voltage” is measured. True threshold, however, is
measured at a current proportional to the transistors
W/L ratiol5], and it is often substantially larger than 1
mA. Consequently, the threshold values obtained by
measurement of VGS at an Ip of 1 mA and at a value
proportional to W/L can differ by as much as 0.5 volts.

The graph of \/ID(S AT) versus VGS shown in Figure
4 provides an accurate method for determining VT as
well as B[6]. The straight line portion of the graph
corresponds to the “square-law” operating region
described by equation (1) and has a slope of $/2 and
an x-intercept equal to the true threshold voltage of
the MOSFET. One can see that the equation closely
agrees with measured data over a wide range of drain
current, including the bias range of most audio power
amplifiers.
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Figure 4

By differentiating equation (1) with respect to tem-
perature, some insight can be gained into the temper-
ature dependence of saturated drain current. The two
terms in this equation which exhibit a variation with
temperature are the carrier mobility and the thresh-
old voltage VT. Differentiating equation (1), we see

that the temperature coefficient of drain current is as
follows[7]:

ol
tempco (ID) = Da,SrAT

1 o 2 avT
IID‘(ﬁ aT  (VGS—VT) —BF)
2)

From device physics, it can be shown that over the
temperature range of interest[4,8]

a) for an n-channel MOSFET,

ad Y
o B and T are negative
aT oT

® (VGS—VT)is positive
b) for a p-channel MOSFET,

9
° ﬁ and (VGS — VT) are negative

VT
® —— jspositive
aT

The two terms in equation (2) can be seen to have
opposing signs for both n or p-channel devices.

At low values of the effective gate drive (VGS—VT)
and correspondingly low values of ID(SAT), the
second term in equation (2) is dominant, and the
tempco is positive.

In conclusion, at low values of (VGS — VT) the tem-
perature coefficient of drain current is proportional
to the temperature coefficient of threshold voltage.
Figure 5 shows the experimentally determined
threshold variation with temperature of a power
MOSFET. Typically this change in VT is in the range
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of —2.5to —6 mV/° C[4,9]. To achieve temperature
compensated biasing then, the effective gate drive
(VGS — VT) must remain nearly constant. This can
be realized by controlling VGS so that it is varied by
an amount equal to the change in threshold voltage
with temperature.

We now examine two practical circuits that provide
output stage bias stabilization by reducing the MOS-
FET gate to source voltages as their junction temper-
atures increase.

Compensated Biasing Circuits

There are basically two means of providing thermal
bias compensation in a linear amplifier. The first
method is to electrically sense the output stage idle
current and use some form of feedback control cir-
cuitry to ensure that the bias remains constant. The
second method also uses feedback control, but in-
stead of sensing the idle current, the case tempera-
tures (TC) of the MOSFET: are sensed by a thermal
sensor, and the quiescent gate bias is reduced accord-
ingly as T increases. The first method works well to
keep the idle current in a MOSFET output stage
constant, but it often degrades the electrical perfor-
mance of the amplifier. What one achieves is a very
stable amplifier over its operating temperature range;
however, the resulting distortion specifications or
output voltage swing will very likely be
unacceptable[l(ﬁ .

The second method, on the other hand, in no way
electrically interferes with the drain-to-source cur-
rent paths of the MOSFETS in the output stage. As
well, it can provide comparable bias stability to the
first method, if implemented properly.

Two simple, thermally compensated biasing circuits
for MOSFET power amplifiers using either comple-
mentary source-follower output stages or comple-
mentary common-source output stages will now be
described. Both circuits take advantage of the —2.2
mV/° C variation in base-emitter voltage of a bipolar
transistor to decrease the gate bias voltage of the
MOSFETs in an output stage as they heat up.

Bias Stabilization of the Source-Follower Output
Stage Using Dual VBE Multipliers

Figure 6 shows a complementary source-follower
output stage driven by complementary darlington
emitter-followers that have two VBE multipliers in
series between their bases. One VBE multiplier
transistor (Q4) is thermally coupled (i.e., glued) to
the heatsink on which the MOSFETSs are mounted.
R3 and R4 are then adjusted to provide a VBE
multiplication factor equal to the total threshold
voltage variation of the n and p-channel MOSFETSs
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with temperature divided by the variation in base-
emitter voltage with temperature. This multiplication
factor is typically greater than one.

The other VBE multiplier generates the difference
between the voltage of the upper VBE multiplier and
the required DC bias voltage between the bases of
the emitter-followers. By adjusting the VBE multipli-
cation factor of the upper multiplier, adjustable bias
for the MOSFET output stage is achieved.

For this circuit, the total gate bias for the MOSFETSs
is given by
VBIAS = (1 + R3/R4) VBE(Q4)
+ (1 + RI/R2) VBE(Q3) — 4VBE
(€)

and

A% 9
BIAS _ (1 | R3/R4) VBE(Q4) @
aT aT

If (1 + R3/R4) = 3, then

m2_66mv/°c
F:s

This decrease in MOSFET gate bias voltage with
temperature effectively compensates for the decrease
in VT of both the n and p-channel devices with
temperature.

n-CHANNEL



Bias Stabilization of the Common-Source Output
Stage Using a Temperature-Compensated Current
Sink

Another means of biasing a complementary power
MOSFET output stage is shown in Figure 7. The
circuit uses a fixed gate resistor and an adjustable
current sink to provide variable bias for the p-channel
MOSFET. Transistor Q2 is thermally coupled to the
heatsink on which the MOSFETs are mounted. As
Q2 heatsup, its VBE decreases and causes the current
drawn through the collector of Q1 to decrease as well.
This reduces the gate drive voltage of the p-channel
MOSFET as it and the n-channel device heat up. The
op-amp automatically controls the n-channel MOS-
FET to mirror the bias current of the p-channel
device, which keeps the output centered at zero volts.
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This Complementary Common-Source Output Stage Uses a
Temperature Compensated, Adjustable Current Sink for
Bias Stability
Figure 7

In this circuit, the gate bias of the p-channel MOSFET
is given by

VBE(Q2
Vas®) = ~Roly + ~PL () )
and
VGs(p) _ _R2  9VBE(Q2) ©)
T ) aT
IfR2/R1 = 1.5, then av(gi P) ~ y33mveC

This effective change in p-channel MOSFET gate to
source voltage compensates for the change in its VT
with temperature (which is positive, not negative).

Conclusions

It has been shown that in linear power amplifiers,
where the MOSFET bias current levels are low, the
temperature dependence of VT isthe dominant factor
in the variation of Ip with temperature. By compen-
sating for this effect alone, a high degree of thermal
stability over an uncompensated bias arrangement
can be achieved.

Figure 8 compares the temperature stability of drain
current for the two biasing circuits described with the
uncompensated thermal characteristics of the n-chan-
nel MOSFET used. Both of the bipolar transistor
VBE referenced compensation circuits are extremely
effective in reducing bias sensitivity to temperature.
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Figure 8

These circuits provide an inexpensive but necessary
solution to the problem of bias stabilization in a
MOSFET power amplifier without compromising
distortion or output voltage swing.
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5.3 Parallel Operation
of Power MOSFETSs
(TA 84-5)

Introduction

There are many reasons for operating power MOSFETSs in
parallel, either as multiple die on a common substrate or as
individually packaged devices. Compared to paralleled bipolar
junction transistors (BJTs), paralleled MOSFETs present
fewer problems, require less derating, and provide higher
performance. Parallel operation, however, is still not trivial.
Problems can and do occur. To parallel devices successfully, the
designer must understand both the causes and the cures for the
problems. Fortunately, most of the cures are simple and are
more a matter of attention to detail than of exotic or complex
design.

This discussion attempts to identify all the problems that users
potentially could experience and provides an explanation of
each problem. Then it will tell how to recognize these problems
and will give practical means for eliminating them.

Although the discussion is quite extensive, the final con-
clusions will show that all of the problems may be easily
avoided and that paralleling MOSFETSs is reasonable and, in
many cases, highly desirable. However, because of the lack of
prior, in-depth discussion of paralleling MOSFETs, it is
necessary to substantiate this contention.

Throughout the discussion, the object will be to maintain a
balance between simple, practical advice and reasonable,
theoretical explanations.

Many designers experienced in BJT applications have a well
merited aversion to paralleling devices unless it is absolutely
necessary. While this is certainly appropriate for BJTs, such
thinking is a distinct handicap when using MOSFETs because
useful opportunities for improved performance or reduced cost
may be missed. Itisimportant to keep an open mind and to read
carefully the following arguments.
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Motivation for Paralleling

There are many possible reasons for paralleling multiple
devices:

e Lower RDS(OI'I)

o Lower circuit inductance

e Improved thermal performance

o Compensation for radiation effects

e Lower cost

o Redundancy

e HigherIp

e Derating

In switching applications, the majority of the power dis-
sipation is due to RDS(on)' If RDS(on) is made smaller, the
power loss will go down. RDS(on) for a given device is
determined by the active die area and the breakdown voltage
(BVpgg)- Rpg(on) decreases more or less linearly with
increasing die area and increases exponentially (factor =~ 2.5)
with BVpgg. In theory, RDS(on) may be made as small as
desired simply by increasing the die area, but the cost per unit
area of the dieincreases exponentially when the die dimensions
are greater than about 0.125” X 0.125". This increase in cost
puts a practical upper limit on die size. Presently this is in the
range of 0.25"” to 0.30” square. In addition, as die are made
larger, fewer and fewer package choices are available. When
RDS(on) must be reduced even further, paralleling is the best
alternative.

Because of the rapid increase in cost of the larger die and the
restriction on suitable packages, there are often compelling
reasons to use smaller die in cheaper packages even when a
suitably low RDS(on) device is available in a larger die. For
example, a size five die (0.25” X 0.25”) will have one half the




RDS(on) of a size four die (0.18” X 0.18"). However, the size five
die will not fit in a TO-220 package. It requires a TO-3. At
current prices, the cost of two TO-220s would be twenty to
twenty-five percent less than one TO-3. As prices drop further,
production increases and competition grows, this price dif-
ferential should grow wider.

It has been shown (1) that paralleling is an effective means for
reducing the junction-to-heatsink thermal impedance (RG)js)'
To use the previous example, R(-)js for a size five die in a TO-3
package is about 1.2°C/W; for a size four die in a TO-220
package, RG)js =1.3°C/W; but two TO-220’s in parallel would
reduce the effective RG)js to 0.65°C/W. For the same Ipyp,s)
and heatsink, RDS(on) will be lower because Tj will be lower.
This may allow a further reduction in die size or as an alternate,
the heatsink may be made smaller thus reducing its cost. The
thermal design issues are treated in detail in Reference (1). For
high power pulse applications, the limitation may be on
ID(peak) rather than RDS(on)' Again paralleling provides a
means for increasing the allowable peak current. Very often in
pulse applications, rapidly rising (high di/dt) current wave-
forms are required. Sometimes the limiting factor on speed is
the package inductance. One means of reducing this induc-
tance is to parallel several smaller devices so that the total
effective inductance is decreased in proportion to the number of
devices paralleled. Also smaller packages will tend to have
lower inductances.

Another problem which can arisein fast pulse applications— if
low voltage high current devices are used —is a degradationin
the external BVpgg capability caused by voltage spikes
generated by the internal connection inductance (2). Figure 1
shows a MOSFET with the internal parasitic inductances. At
turn-off, Ip is flowing. As the device is turned off, the voltage
polarities will be as indicated. The actual voltage across the
junction will be
Vps=Vpp* (Lp + Lg) ﬂg
DS~ VDD D* LS It

For example, if a 50 ampere, 100V device with 20nH of internal
parasiticinductance is switched in 20nsec, theinternal voltage
spike between the drain and source terminals (which is not
visible externally) will be 50 V! The usable value for BVDSS has
been reduced to 1/2 its data sheet value. Paralleling several
smaller devices, possibly in smaller, lower inductance pack-
ages, can reduce the effective value of parasitic inductance
and increase the usable operating voltage.

When MOSFETSs are subjected to large neutron fluxes (> 1013
neutrons/cmz), RDS(on) may rise dramatically. One means to
ensure that the post irradiation RDS(on) is not unacceptably
high is to start with a low value for RDS(on) (much less than
required) in the unirradiated circuit. To achieve this, it is
usually necessary to parallel devices.
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Mechanism Responsible for Internal Voltage
Spiking at Turn-off
FIGURE 1

Concerns about Paralleling Devices

When considering a design using parallel FETs, a number of
concerns and possible problems arise. Generally these con-
cerns fall into four categories:

1. Steady-state current sharing

2. Thermal stability and maximum Tj

3. Dynamic current sharing during switching

4

Parasitic oscillations

As is so often the case, many problems that exist in theory are
not significant in the actual hardware. Nevertheless, in the
following discussion, many possible problems will be ex-

plained.

Steady-State Current Sharing

The distribution of current among parallel devices is a concern
to the designer. With regard to the effects of asymmetrical
current sharing, three questions need to be answered:

1. What is the maximum junction temperature among the
devices?

2. Does the asymmetry cause a significant increase in total
dissipation?

3. Is any device operating outside of its safe operating area
(SOA)?

When the current is not distributed equally, some devices may
run hotter than others. Because the operating reliability is
directly related to Tj ,itisimportant toidentify the maximum TJ-
which can occur. Obviously if any device is operating outside of
its rated SOA, the reliability will also be greatly reduced.



Furthermore, it is important to know if the conduction asym-
metry is creating a power loss penalty.

The answers to these questions depend on the operating state of
the devices. There are two possibilities: linear or switching
operation. When the devices are used as switches, Vgg will be
large (10-15V), and the devices will be fully enhanced. In this
mode the device acts like a positive temperature coefficient
resistor. Typical RDS(on) versus Tj characteristics are shown
in Figure 2. Note that RDS(on) has been normalized (RpgN) to
25°C for comparison purposes.
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When the devices are operating in the linear mode, the behavior
is quite different. Figure 3 shows a typical transfer charac-
teristics graph (Ip as a function of Vgs) with Tj as a
parameter. The interesting feature of this graph is that above
4.5A, the temperature coefficient (TC) is positive, but below
4.5A, the TC is negative. For this device R(-')js= 1°C/W,and ifa
perfect heatsink is assumed such that te = 25°C then the
maximum value for Vg at 4.5A is

T; - T,
3 € _o978V

Vs - Rojec ID

2)
Since this is a 400V device, it is unlikely that the device would
be used in the linear mode with such a low value of Vpg. Most
linear applications would use the device at currents well below
4.5A to exploit the BVDSS capability (400V), and therefore,
they would be operating in the negative TC region. Since thisis
exactly the opposite of the switch mode, the two types of
applications will be treated separately.

Current Sharing While Fully Enhanced

When Vggislarge (6-8V above Vy},),a MOSFET is essentially
a positive TC resistor, and the current will divide among the
paralleled devices in proportion to their individual RDS(on) as
illustrated in Figure 4. As was shown in Figure 2, the TC will be
positive, so there is a tendency for a device which has a greater
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than average current to heat up more than the other devices,
increasing RDS(on)’ which in turn reduces its Ipy. The degree of
thermally forced current sharing present has been analyzed (3),
and an outline of the analysis is presented here.
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Current Sharing in Parallel MOSFETs
FIGURE 4

A thermal model for two parallel devices is given in Figure 5A.
The normal thermal impedances for junction to case (R(-)jc)'
case to heatsink (Rgg) and heatsink to ambient (Rgg,), are
present as well as the thermal coupling between the devices
(R,). Three possibilities are indicated:

1. R, betweennodes T,y and T,grepresents die mounted on a
common case or header.

2. R, between nodes Tsl and Tgg represents the situation in
which separate packaged devices are paralleled on a
common heatsink.

3. The situation where there is no common coupling between

devices, i.e. separate heatsinks, is represented by R, = =.
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(B)

Thermal Models for Two Parallel MOSFETs
FIGURE 5

For analytical purposes, the model in Figure 5A can be
simplified as shown in Figure 5B where the values for R, and
Ry depend on the position of R.. For example, for devices
paralleled on a common heatsink,

3)
“)

Ra =Rgjc * Recs
R4=Rgga

From this network, it is possible to calculate the values of
RDS(on) for each device (Ry and Ro). Given the values for Ry
and Rg, one can then calculate the values of Ip (I} and Iy),
power dissipation (P and Py), and the junction temperatures
(le and sz). Kassakian (3) has derived the following ex-
pressions for this network.

r N ()
R 12R1R2A (Rg + R")(—Rd— + Ry Ry
Ry =Rppdy — [r, +Ry
(R * Rg)? Re ) R
. .
Ry Ry
K, ®
IZRIRQA (Rg + RA’”*R‘( + s Ry Ry
Ry = Ry g1+ 2 Ry * Ry
(Ry + Ry R, R,
vz —2
Ry Ry
L B

Where
Ry = 25°C value for Rpg(qp,) in device #1
Rgg = 25°C value for Rpg(qp) in device #2

A = Temperature coefficient of resistance. This can
vary from 0.5 to 3%/°C depending on the device.
I = Il + 12

By itself, this set of equations is not generally useful since the
equations are non-linear: i.e. they contain cross products and
powers of Ry and Ry (the dependent variables). Using numer-
ical methods, this type of equation is usually solved on a
computer. However, in most cases this is not necessary as the
following example solution demonstrates.
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Assume for example, that 10A, 100V devices are being used
which have the following characteristics:

Rgjc = 167°C/W Ry = 0.120
Rges = 1.00°C/W Rgp = 0.16 0
Rgga = 1.47°C/W I =204

T, =0.67%/°C

Assume further that the die are mounted on the same header:

R, =

Rd=

1.67°C/W
2.47°C/W

If Equations (5) and (6) are solved for values of R, from 0 to
100°C/W, the graph shown in Figure 6 results.
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Notice that when R is small the difference between le and Tj2
is also small (about 9°C) even though Rgg is one-third larger
than Ry(! The effect on current sharing is almost non-existent
(about 0.3A).

As long as R, is comparable to or smaller than Ry, the
difference in junction temperatures should remain small. In
practice this should not be difficult to achieve. For multiple die
on a common header, this requirement holds very well. For
multiple individual packages mounted on a common heatsink,
this requirement can be met by having a reasonably heavy
common web between devices and by mounting these devices
relatively close to each other.

In the past, many people (this author included) have touted
thermally forced current sharing as a major feature of parallel
device operation in MOSFETs. Yet thermally forced current
sharing is not prominent except in the case of very high
voltage devices with large TCs and separate heatsinks.

The most common applications for MOSFET switches involve
aload impedance that is large compared to RDS(on)' In these
applications, the total current (I) through all of the devices is
determined by the load. In this case, the total power loss is

Pp=12Rp ™
where R = the total on-resistance of the parallel devices.



In this case, the distribution of current between the devices is
not considered; all that matters is the final value for Rp. The
fact that some devices will be slightly warmer than others will
increase R slightly, but this is usually a second order effect.

From these analyses and other work (5), the following general
observations can be made:

1. The current sharing between parallel devices is in pro-
portion to RDS(on)'

When the devices are well coupled thermally, the differ-
encesin Tj are small even when the differencein RDS(on)iS
substantial.

For thermally coupled devices, forced current sharing is
insignificant.

For high voltage thermally uncoupled devices, some forced
sharing can occur, but since this is achieved at the expense
of higher Tj and R, in most cases thermally uncoupled
parallel operation is undesirable.

Parallel devices should be mounted on a common heatsink
or substrate with a minimum common thermal impedance
(Ry).

Matching of devices for RDS(on) is usually not necessary
unless the range of variation (£20%) would allow too large a
value for Rp. Rather than matching or screening devices
for RDS(on)’ it is frequently cheaper and easier to add
another device in parallel.

If a limit on the maximum value for Ry is desired and
matching is acceptable, the matching for RDS(on) should
be done at the anticipated average current for each device
and the planned value for Vags:

To minimize differences in RDS(on) and the final value for
Ry,itisimportant to enhance the devices fully. A Vggof 10
to 15V is sufficient.

Therelevantissuein paralleling is not current sharing, per
se, but rather the junction temperature differences and any
additional power losses. If the ATj and AP are small, the
asymmetry in the current is irrelevant.

Current Sharing During Linear Operation

In the linear mode of operation, the temperature coefficient of
ON-resistance is negative. This means that if one device, in a
group of parallel devices, is conducting more than its share of
current, its temperature will rise. This will further increase this
device’s share of the total current. This process can lead
to thermal runaway and is very similar in nature to the thermal
instability present in BJTs. In the case of the MOSFET, the
transconductance (gm

AID/AVGS) is much lower, and the
tendency towards instability is correspondingly less.

Thermal regeneration of this type combined with normal
device characterization variations can cause three problems:

1. Largedifferencesin current sharing can occur. The current
distribution among parallel devices will vary with temper-
ature and, in some cases, with total current (I).

2. The quiescent operating or “Q” point is ill-defined and
varies with temperature.
3. Thermal runaway and subsequent device failure are

possible.

The following discussion will examine these proble‘ms and
demonstrate a simple cure. For the purposes of this discussion,
two parallel devices will be used, but the principles exposed
apply to multiple parallel devices. Figure 7 shows the reference
model for the discussion.
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Two MOSFETs in Parallel, Reference Circuit
FIGURE 7

When two non-identical devices are paralleled, a variety of
situations can arise depending on the differences between the
devices. Figures 8,9, and 10 show several possibilities as well as
the resulting current imbalance. For the moment, the effect of
Tj changes will be ignored.

Figure 8 illustrates the effect of differences in g,,. In this case,
the current differential increases as Iy is increased.
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(1—12)
Ip(A)

4 5
Vas (V)

Current Difference between Two MOSFETs where
gm is the same but Vth is different
FIGURE 8




Figure 9 illustrates the effect of a one volt difference in Vyy,. In
this example, all of the current flows through one device until
Vs reaches 5V. At that point, the second device begins
picking up some of the current. The current asymmetry remains
essentially constant for Vi}, >6.5V. The problem here is that if
the “Q” point is below 3A, one device will hog nearly all of the

current!
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Current Difference between Two MOSFETs where
gm is the same but Vth ditferent
FIGURE 9

Most practical applications will represent some combination of
the two previous examples. A typical combination is shown in
Figure 10. In this particular example, the device carrying the
greater portion of the current will depend on the “Q” point.

Now it is necessary to include the effect of the junction
temperature on the currentimbalance. Looking again at Figure
9, noticethat I >Io. Itisreasonable to assume that Qq will heat
up and Qg will cool down. An approximation of what will occur
is shown in Figure 11. From this figure, it can be seen that the
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peak value of the difference between I and Iyisincreased, and
therange of Vg over which Q takes all or most of the current
is expanded. In most applications, the effect of differential
heating in linear operation is to make the problem worse. One
way to minimize the effect of asymmetrical currents is to
maximize the thermal coupling between the devices (make R
as small as possible). This is the same conclusion reached for
parallel devices operating as switches!
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Current Imbalance from Figure 9 when Heating
Effects are taken into account
FIGURE 11

Good thermal coupling by itself, however, is not enough to
assure good current sharing; it merely reduces the degree of
mismatch. Forlinear applications, some further means to force
sharing must be taken. One obvious solution is to match
devices. Unfortunately to get really good current sharing, it is
necessary to match the entire transfer characteristic. This level
of matching would rarely be practical. A useful compromise
would be to match the devices at the “Q” point. Thisis finein a
stable thermal environment, but if the ambient temperature
(T,) varies over a widerange then it is unlikely the devices will
remain matched. In any event, matching of devices can be
costly and a considerable nuisance in production.

A better solution would be to take randomly selected devices
and force them to share. This can be done most easily by using
small source resistors to provide negative feedback, as shown
in Figure 12A. As an added advantage, this will also stabilize
the “Q” point.

The effect of the source resistor can be quantified by examining
its effect on the “Q” point of a single device as indicated in
Figure 12B. It has been shown (6) that the effective g, (g,,")
will be

1

et 8)
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To minimize the effect of differencesin gy’ itis necessary that

Rg>>1/g, 9)
Typical devices will have values for 1/g, in the range of 0.1 to
1.0 ohms.
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Forced Current Sharing using Source Resistors
FIGURE 12

The effect of Rg on the “Q” point stability (with fixed Vgg)is
shown in Figure 13. If the operating point is selected as Vg =
Vgs=5.4VandRg =0thenIp=1.2Aat Ty, butit willrisetoIp
=2.7A at Tg — an increase of more than 2:1! By making Rg= 3
ohms (as indicated by the sloping line), the change in Ip(Al)
when the temperature changes from T; to Tg is reduced to
0.25A!Thisis a very greatimprovement. In this example, g, is
approximately 2.5S so that Ry ~8/g,. Even if Ry is reduced to
10, A lis still only 0.6A. i

For those readers not familiar with the graphic technique just
used, a few words of explanation may prove helpful. The
straight line representing Rg =3 and Vg = 9V is shownina
graph representing the values of Vg for given values of Ip.
For example, if Iy = 1.667A, the drop across Rg is 5V, viz. 3 X

9 =
8
7 -
Rg=0
6 - vVgag = 5.4V

D (A)

Vas (V)

Operating Point Stabilization
FIGURE 13
1.667A. From Figure 12 we know that
Vas=Vac - Inks
so that Vg in this caseis 4V.

(10)

What we are seeking is a simultaneous solution to Equation (10)
and the equation represented by the graph of the transfer
characteristic. This is done by graphing Equation (10) (the
straight line) on the transfer characteristic graph and by
noting the intersection of the graphs. In Figure 13, the
intersection representing the “Q” point is at Vg =5.4V, and
ID =1.2A.

This same technique can be applied to parallel devices since
stabilization of the “Q” point also stabilizes the current
sharing. Using the example of Figure 9, the effect on sharing
by adding a 2 ohm resistor in series with each device can be
determined. A series of parallel lines are drawn for several
different values of V35, each having a slope corresponding to 2
ohms. Each line establishes a “Q” point with a given value of
Al The values for AI corresponding to the different values for.
Vg can now be plotted and compared to the values for the
original example (Figure 9). This is shown in Figure 15 where it‘
canbe seen that Alisreduced from 3.2t0 0.5A! Clearly thisis an
effective means for equalizing the current distribution as well

as stabilizing the operating point,

Source resistors can also improve thermal stability by reducing
differences between the transfer characteristics as Tj is varied.
This effect can be illustrated by regraphing the example in
Figure 13 as a function of Vg rather than Vgg. Thisisdonein
Figure 16. In effect, the thermal regenerative gain is much
lower and the stability greatly enhanced.

Note that Figure 16 is also an alternative method for deter-
mining Al between non-identical devices; however, itis usually
simpler to draw the resistive load lines for Ry, as was done in
previous examples (Figures 13 and 14), than to redraw the
graph in the form used in Figure 16.
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The use of source resistors has several advantages:

1. The operating point is stabilized.

2. Excellent current sharing and equalization of power
dissipation is achieved.

3. Transconductance differences are minimized so that the
small signal gain is nearly the same in each device.

4. Thermal stability is enhanced.

5. The small signal linearity is improved.

Unfortunately, these benefits are not gained without some cost.
The use of source resistors has the following disadvantages:

1.
2.

Additional components are needed: i.e. the resistors.

The large signal dynamic range is reduced by the voltage

drop across the resistors, but since this voltage drop is

usually small compared to Vg thisis not a severe penalty.

On the other hand, the source resistors tend to extend the

lower limit of the large signal linear region (Figure 16), and

this compensates by extending the dynamic range.

The voltage gain of the stage is reduced. In the common

source configuration, the voltage gain (A) is
A=g Ry, (11)

where Ry is the load resistance.

From Equation (6), the gain will be reduced to
A= 8m RL
1+Rggp,

when source resistors are used.

12)

From the foregoing discussion, the following general obser-
vations regarding parallel devices operating in the linear mode
can be made:

1. This mode of operation is very different from the switching
mode in most respects.

To avoid excessive current asymmetry and thermal
instability, some positive means must be provided to
stabilize the operating point and force current sharing.
The simplest means to achieve the above goals is to use
small resistors in series with each device’s source lead.
Good thermal coupling between devices will greatly im-
prove thermal stability and current sharing and help to
minimize the size of Rg.

Matching of devices, while useful and effective, is usually
not necessary. Small source resistors are usually a cheaper
and simpler solution. The size of the resistors can be
reduced by prescreening devices to eliminate those with
larger than average characteristic deviations.

Multiple die devices will normally (at least at Siliconix)
have the die selected from adjacent positions on the same
wafer and will be well matched. In addition, the thermal
coupling will be very good. The user cannot, however, add
individual source resistors because the die are sealed within
the case. If the degree of intrinsic matching in multiple die
devices is not adequate, the single die devices can be
paralleled using individual source resistors.



Current Sharing During Switching Transitions

When parallel MOSFETs are used as switches, several ques-
tions arise concerning device behavior during the switch
transitions from OFF to ON and from ON to OFF:

1. What is the current distribution?

2. Can current asymmetries be severe enough to damage a
device?

3. Isthe switching time affected by current asymmetries?

When a MOSFET makes a transition from one state to another,
the device must pass through the linear region, if only momen-
tarily. This means that much of what has been discussed
concerning the linear mode of operation applies to dynamic
switching. However, there are some differences:

1. The operating time in the linear region is very short
(typically 10 to 100 nsec).

2. Because of the rapid transitions, thermal heating effects
are usually negligible.

3. The use of source resistors is unacceptable because of the
substantial increase in the effective value of RDS(on)'

4. The external parasitic and intentional resistances, induc-
tances, and capacitances must be taken into account.

An equivalent circuit representing two parallel FETs is given
in Figure 17. Differences in current during switching can be
caused by:

1. Differences in the external circuit elements.
2. Differences in capacitive or inductive device characteristics.
3. Differences in device characteristics during linear

operation.

GATE
DRIVE

[Ls1 g

° L

Equivalent Circuit for Two Parallel MOSFETs
During Switching Transitions
FIGURE 17

If for example, Q and Qg are identical, but the drive circuit

impedances are different, Q;and Qg will not turn on simulta-

neously. This problem, however, is under the control of the

designer. The following steps can be taken to minimize this

problem:

1. Minimize the values for R, Lg, L, LD-Cp and Cg.

2. There will be practical limits on how small the external
impedance can be. When that limit is reached, every effort
should be made to equalize the values for the remaining
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impedances. Using symmetrical layoutsis one way to doit.
An example of a symmetrical layout for a parallel switch
connection (push-pull) with three paralleled devices is
given in Figure 18. Many other practical symmetrical
layouts are possible.

3. Good layout techniques are vital. The effect of L on the

switching waveform is shown in Figure 19. Obviously Lg
should be made as small as possible. Further examples of
good layout technique are given in Figures 20 and 21.
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The Effect of Cc

Differences in package inductance and inter-terminal capaci-
tance are amazingly small (=+5%) and usually can be ignored.
This is fortunate since without a complex matching procedure,
there is little that can be done anyway.
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Differences in device characteristics, on the other hand, can
cause differences in current distribution during switching
transitions. To illustrate what occurs, the techniques pre-
viously used for linear operation can be applied to the example
in Figure 9. If a clamped inductive load is assumed, Figure 22
shows the switching waveforms. If I = I + Iy = 12A then the
current during switching will assume the value shown in

MINIMIZE THE AREA

High di/dt Paths in an H-Bridge
FIGURE 21A

S1 S2

_J

TWISTED PAIR,
$3 COAX OR STRIPLINE
i.e. LOW L CONNECTION

S4

Low Inductance Connections for High di/dt Paths
FIGURE 21B
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0 pge YOS D1l
cl d Inductive Load Switching Waveforms

FIGURE 22

Figure 23. If Vg is a linear function of time (a ramp) then the
graphs for I} and Ig become their current switching waveforms
as a function of time! The salient feature of these waveforms is
that even though the two devices have very different threshold
voltages, the current spike for Q; is small (about 1.7A). In most
cases, when unmatched devices are paralleled, only relatively
small current differentials are observed. A good series of actual
oscillographs is given in Reference (5) to illustrate this point.
Applications do exist where from 20 to 50 devices are paralleled.
In these applications, it is theoretically possible (but relatively
unlikely) to generate destructive current spikes. Such spikes
can be avoided by prescreening devices to eliminate those
devices that are radically different from the median.
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The following observations can be made regarding switching
in parallel MOSFETSs:
1. Careful circuit layout is needed to minimize and equalize

parasitic impedances.

2. Minimizing differential gateimpedances will equalize Vgg
for each device.

3. Except for large numbers of devices, the current spikes
during switching transitions will usually be well within the
limits of the device capability.

4. If many devices are paralleled, simple prescreening which
measures Iy at a given value of Vg in the transition
region (i.e. not fully enhanced) should be sufficient. This

will eliminate the unusually different devices.

Parasitic Oscillations in MOSFETSs

Most power MOSFETS presently available are very fast devices
with appreciable gain at frequencies up to 300 MHz. This high
frequency gain, coupled with the internal and circuit parasitic
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inductances and capacitances normally present, make it pos-
sible for unwanted parasitic oscillations to occur. The fre-
quency of oscillation can range from 1 to 300 MHz.

The oscillations occur while the device is in the active mode
where the transconductance is large. When the device is off or
when Vgislargeand the deviceis fully on, oscillations donot
occur. This means that in a switching application, the oscilla-
tion will occur on a transient basis during the turn-on and
turn-off transitions. In an application where the device is
biased on to some fixed point in the linear region, the oscilla-
tions can be continuous.

An example of a parasitic oscillation during a turn-on transition
is given in Figure 24. Figure 24A shows the normal drain-to-
source (VDS) and gate-to-source (Vgg) voltage waveforms
when no oscillation is present; Figure 24B shows the same
waveforms when an oscillation is present. An expanded portion
of the oscillation envelopeis given in Figure 25. In this case, the
oscillation frequency is approximately 85 MHz. Although the
oscillation amplitude shown is not very high, voltages of 100V
or more are possible at the peak of the envelope.

The existence of parasitic oscillations can have the following

consequences:

1. Gate rupture due to overvoltage.

2. Gate rupture due to overheating of the gate structure.

3. Increased power dissipation in the device.

4. Increased voltage and current stress in associated circuit

components.

5. HF to VHF electromagnetic interference (EMI).

None of these are normally acceptable, and, in nearly all
cases, the parasitic oscillations must be eliminated. Many so
called “mysterious” failures in MOSFETS are due to parasitic
oscillations.

Vps

Non-Oscillating MOSFET
FIGURE 24A
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FIGURE 24B

Expanded Time Base Showing Free Running
Parasitic Oscillation
FIGURE 25

A single device can oscillate by itself. Parallel devices can also
oscillate as if they were a single device; this is referred to as a
“common mode” oscillation. In addition, paralleled devices can
oscillatein a “differential mode.” The analysis for each mode is
very similar, but the parasitic circuit elements controlling the

oscillations are different.
Common Mode Oscillation

Figure 26 gives a model of the internal and external parasitic
capacitances and inductances in a typical application. To
analyze this circuit for oscillations, a simplified incremental
model (Figure 27) can be used. Figure 27 is not exact but will
still give useful answers. The following assumptions have been
made and are normally valid:

1 LGe >> LGi 5. Cl = Cgse + Cgsi
2. LDe >> Lp; 6. Cg= nge + ngi
3. Lge >> Lg; 7. C3 = Cqge * Cysi
4. Rge >> Rgy

A more complex model could, of course, be used at the cost of
greatly increased computational difficulty.




Equivalent circuit

FIGURE 26
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The characteristic equation for the incremental model is (7)

a;8t + agS3 + ags2 + a8 +1=0 13)
Where
a; = C21.2 (14)

ag=C2RG(Lp + Lg) + Rp(Lg + Lg)l + gy L2Co (15)
a3 =RpRGCZ + gy ColRG(Lp + Lg) + Rp(Lg +

Lg)] + Lg(Cy + Cg) + Lp(Cg + Cy)+ L(Cy + C3) (16)
a4 = emRpRGCa + Rg(C + C) + Rp(Cg + Cy)

+gmlg an
LZ = LpLg + LpLg + LgLg 18)
€% = C,Cy + C,C3 + CyCy (19)

gy = transconductance of the MOSFET

Note thatequation (13)is fourth order even though there are six
reactive elements in the model. The reason for this is that Cq,
Cg, and Cg form a ring of capacitors which means that the
voltages on any two determine the voltage across the third.
Thisreduces the equation from sixth to fifth order. Lp,Lg,and
Lg form a cut set of inductors where the current in any two
inductors determines the current in the third. This further
reduces the order from fifth to fourth.

In some applications, the model may be further simplified if

either Ly or Lg is very small. The coefficients of the charac-

teristic equations for these cases are

Lp=0

L2 = LgLg (20)

a; = LgLgC2 (21)

ag = CALgRg + LgRp + LgRp) + gm LgLgCay (22)

a3 =RpRGCZ+ g Co(LgRg + LgRp + LgRp) +  (23)
Lg(C; + Cg) + Lg(Cy + Cg)

a4 =gmRpRGCy + RG(Cy + Co) + Rp(Co + Cg) + (24)
gmls

Lg=0

LZ = LpLg (25)

aj = LpLgC2 (26)

ag = CYLpRg + LGRp) + &y LpLgCs @7

ag = RpRGCZ + g (LpRg + LgRp)Cy + (28)

Lg(C; + Cg) + Lp(Cq + Cg)
a, = ngDRGCZ + RG(CI + C2) + RD(CZ + C3) (29)

The practical question which must be answered is: “Does the
circuit oscillate or not?”” The characteristic equation can an-
swer this question. If any of the roots of the polynomial are
negative (i.e. lie in the right half-plane or have the term s-a)
then the circuit will oscillate. There are several ways this can be
determined.

1. Examine the polynomial for negative coefficients. In this
particular case, all of the known quantities have positive
signs, and therefore, all of the coefficients will be positive.

2. Use a calculator or computer, with a root finding program,
toseeif any negative roots exist. For example, the HP41-CV
with a math pack can find the roots for up to fifth order
polynomial and would be very useful.

3. The Routh-Hurwitz procedure (7) can be used to determine if
negative roots exist. This procedure can conveniently be done

on a programmable calculator.

Giandomenico (8) has suggested an alternate means for deter-
mining stability by treating the incremental model as a feedback
system and then modeling the circuit using SPICE. If the equiv-
alent open loop gain and phase shift at 0° and a gain of 1
coincide, the circuit will oscillate at that frequency. The SPICE
model suggested by Giandomenico is shown in Figure 28. This
approach would be particularly useful if more complex models
were used such as the complete high frequency RF model (9).
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Whatever approach is used, appropriate values for the model
elements must be known. The values for the internal and
external parasitic inductances, the external parasitic capaci-
tances, and the parasitic resistances can be measured or
estimated from simple calculations (10). These elements do not
change value during the operating cycle, but gy, ng, and Cyg
do vary.

Typical variations for intra-terminal capacitances are shown
in Figure 29. Clearly Cyq and Cdg will change dramatically as
the device is switched. The variations in g, during switching
transitions are shown in Figures 30 and 31. g, is not very
sensitive to Vg except for low values, but it does vary as Ip
changes. From these graphs, for the particular device being
used, the simultaneous values for ng, Cgs» and gy, can be
determined from the I/ Vg load line. The stability analysis
can then be performed at several points on the load line to
determine if oscillations are possible.
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This analysis procedure is relatively complex, and unless the
whole business is pre-programmed into a computer, it is
unlikely that most designers would use this for solving day to
day design problems. The equations can be solved for a few
examples, however, and from these examples, general trends
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can be identified. From these, appropriate means for suppres-
sing oscillations and estimates of the proper values for damp-
ing elements can be found.

A typical example of the effect of g, Lg, Lg, and Rg on
stability is shown in Figure 32. Examining this graph, several
trends can be clearly seen:

1. The larger the value of g, the smaller the region of
stability.

2. The smaller the value of L, the larger the region of
stability.

3. Even a very small value for Lg will greatly improve the
region of stability.

4. Small increases in R greatly increase the region of
stability.

5. As the Ip rating is increased and the BVpgg rating
decreased, g, will increase. This implies that large, low
voltage devices or multiple devices in parallel will be more
prone to oscillation.
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A typical relationship between the maximum value of Lg
which provides stability for a given value of R is shown in
Figure 33. Again the message is clear, minimize Lg and then
use a small value of R to stabilize.
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Differential Mode Oscillations

Oxner (*) has demonstrated that two or more parallel
MOSFETsS can oscillate in a differential or “push-pull” mode.
Kassakian (4) has shown how to analyze this case. The
following discussion uses his method.

When two devices are paralleled, the equivalent circuit, includ-
ing parasitics, becomes double that shown in Figure 26. The
circuitis quite complex and more than alittle intimidating. The
circuit can, however, be greatly simplified by recognizing that
in the differential mode, the circuit can be simplified by
assuming that all ot:the nodes on the plane of symmetry are at
incremental ground. This means that all elements common to
both devices can be eliminated. In addition, the method of

* See Appendix
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half-circuits can be used to further reduce the equivalent circuit
complexity. The result of these simplifications is topologically
identical to Figure 27. This means that we can use equations
(13) through (29) without modification. We cannot, however,
make the same assumptions regarding the relative values of
the parasitic elements. The following assumptions apply:

1. All elements common to both devices are ignored.

2. Theinternalinductances (Lg;, Lp;, Lgj) cannot beignored.
In fact, in devices using multiple internal chips, the only
differential inductances present are the internal bond

wires!

With representative values for the circuit elements, we can
again generate some informative examples as shown in
Figures 34 and 35.
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When Lg = 0 (Figure 34), the following points can be made:
1. The higher the value for g, the larger R must be.

2.
3.

The larger LD, the larger R required.
Increasing L increases R, but this is not a strong
function.



When L =0(Figure 35), which is more often the case than Lg=

0, the relationships change a bit:

1. Rg no longer increases monotonically with g\. This isin
agreement with Figure 32.

2. For values of g, above 1.5S, increasing Lg actually
improves stability!

3. Typical values for Rg needed to assume stability are small
(in the range of 0.5 to 5 ohms) even 1n large devices (high

gm)-

How to Recognize Oscillation Problems

It is important that the designer recognize when oscillation
problems might appear. Normally the first indication of this
problem is the failure of devices with gate-to-source shorts or
with high leakage (Iggg > 100nA). The best means for
detecting oscillations is to place a scope probe between the gate
and source terminals, directly on the device. The scope should
have a bandwidth of atleast 200 MHz since it is very difficult to
detect VHF oscillations with an instrument that responds to
only a few MHz. A low capacitance probe should be used, and as
little stray inductance as possible should be introduced. It is
possible for the measurement process itself to alter the circuit
operation and to suppress or induce the oscillation!

Prevention of Oscillation in MOSFETSs

From the theoretical and experimental work on this problem, it

is clear that preventing parasitic oscillations is not a major

problem and can be accomplished by observing the following
guidelines:

1. Minimize the parasitic inductances and capacitances. In
particular L, Lg, and ng should be made as small as
possible. Making the parasitic elements smaller raises the
resonant frequency. As the frequency is increased, the
gain of the device will decrease, and the resistive damping
present will become more effective. The net result is a
reduced likelihood of oscillation.

2. Usesmall (1-5ohm)differential resistorsin the gate lead of
each device. Because of the silicon gate structure of Sili-
conix devices, most of the needed resistance will already be
present. R should, of course, be non-inductive. Carbon
composition resistors are particularly good.

3. Any resonant circuit has a non-zero value of Q. The
higher Q is, the slower the oscillation will build up. The
time constant (7) will be

__2Q (30)

If the switch transition time is short compared to , then
the oscillation will not appear even though the circuit is
potentially unstable.

4. Minimize the differential values of Lg and L.

5. For the differential mode of oscillation, ferrite beads pro-
vide both R andincreased L and can be very effectivein
suppressing oscillations.

5-29

Appendix

Controlling Oscillation in
Parallel Power MOSFETs

Introduction

Perhaps the most easily controlled environment for
the study of parasitic oscillation is to examine the
charge-transfer characteristics of parallel-wired power
MOSFETs. The circuit is shown in Figure 1.
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Circuit for Monitoring Charge Transfer
Figure 1

iC

Since we are looking at high-frequency parasitic
oscillation, it is vital that the circuit use direct point-
to-point wiring—a few misplaced nanohenries may
upset the results.

Examining the Conditions for Oscillation

In Figure 2, the resulting charge-transfer characteris-
tics are divided into three well-defined regions. In
region 1, the gate voltage has charged the input
capacitor of the power MOSFET to where turn-ON
just begins (VT); in region 2, we witness not only the
completion of the turn-ON cycle but also the effects
of Miller capacitance upon the charge characteristics.
Inregion 3, we see the drain-to-source voltage settling
slowly to VSAT followed by a resumption of the gate
charging cycle.
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Here we must point out that if we were to parallel
power MOSFETs in such a manner as to ensure
parasitic oscillation, we would discover a well-defined
envelope of oscillation only in the immediate vicinity
of the transition between regions 2 and 3. This well-
defined envelope is shown in Figure 3 where we
should carefully note its position on the charge curve.
The gate voltage has passed threshold (VT), and the
drain-to-source voltage has decayed to a point ap-
proaching but not having reached VSAT. Oscillation
found anywhere else is caused by other phenomena,
perhaps excessive wiring inductance in the test circuit.

To understand the circumstances resulting in oscilla-
tion where it appears on the charge-transfer charac-
teristic, we need to closely examine what changes take
place in the power MOSFET.

Envelope of Parasitic Oscillation Situated within Region 2 of
the Charge Characteristics
Figure 3

By expanding our oscilloscope time base, we can
arrive at a close approximation of the frequency of
oscillation. The result is given in Figure 4 for a pair of
parallel-coupled Siliconix VN4000A MOSPOWER
FETs.

The Expanded Time Base where an Estimation
of the Parasitic Frequency of Oscillation may be
Roughly Determined
Figure 4

Causes of Oscillation

Oscillation results from a resonance induced by the
combination of parasitic capacitive and inductive
elements including, in particular, the loop inductance
between discrete power transistors coupled with the
characteristically high gain of the power MOSFETs.

Since the interelectrode capacitances of a power
MOSFET are voltage dependent, behaving as we see
in Figure 5, this parasitic oscillation becomes condi-
tional upon the applied drain voltage.

In Section 3.2 we resolved that the prime cause of the
extended Miller effect on the gate charge as well as
the slow settling of the drain-to-source voltage to
VSAT after turn-ON, was the result of a many-order-
of-magnitude change in the gate-to-drain capaci-
tance, Cgd as shown in § 3.2-Figure 6 (and again in
Figure 6). The meteoric rise in gate-to-drain capaci-
tance only begins as the power MOSFET gate charge
enters into the transitional area between regions 2
and 3.
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Identifying the Oscillator

A modification of the original charge-transfer circuit
allowed for the injection of an external rf signal.
Additionally, provision was made to monitor the
phase difference between the drains using a Hewlett-
Packard HP8405A Vector voltmeter. (See Figure 7
for the modified circuit.)

Using this modified test fixture, the parasitic oscilla-
tion can be effectively “locked” to the frequency of
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Modified Charge Transfer Circuit
Figure 7

the injected rf signal. By this, the true frequency of
oscillation can be easily determined. The result of
such a phase-locked parasitic oscillation is illustrated
in Figure 8.

Phase-Locked ‘Parasitic’ Oscillation
Figure 8

If this parasitic oscillation results from interaction
between parasitic capacitance and inductance, we will
see the oscillating frequency rise with increasing
voltage, and, indeed, such is the case. While tracking
this phase-locked parasitic oscillation, we may mea-
sure the phase relationship from drain-to-source dis-
covering a 180-degree phase shift! Consequently, we
are able to identify this parasitic oscillation as stem-
ming from a differential-mode or push-pull mode.

Inducing Parasitic Oscillation

If the parallel-connected power MOSFETS are sus-
ceptible to parasitic oscillation, yet perhaps not oscil-
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lating because of the circumstances, we often are able
to induce oscillation by injecting an rf signal.

The charge-transfer characteristic curve given in Fig-
ure 9 shows no visible sign of oscillation. In Figure 10
we have the same power MOSFETs in the same
circuit, but it shows induced oscillation. Had we
adjusted this circuit to match the conditions for
parasitic oscillation (without inducing the same), the
MOSFETSs would have broken into parasitic oscilla-
tion in the exact same location on the charge transfer
curve! Compare Figure 10 with Figure 8.

Non-Oscillating Parallel-Coupled MOSFETs
Figure 9

Induced Parasitic Oscillation
Figure 10

Why Some Will Not Oscillate

Particular combinations of parallel-coupled power
MOSFETs, with a history of instability can, in some
circuits, be found to be “rock stable.” Aside from the
possibility of simply having insufficient operating
voltages, the possibility exists where our layout may
effectively prevent unwanted parasitic oscillation.
Table I offers one example where the gate length
played a determining role in preventing oscillation.
However, we should be careful to note that this table
also identifies the principal cause for failure. Few
power MOSFETs can withstand peak-to-peak, gate-
to-source voltages exceeding 40 V.



Table 1
Oscillation Amplitudes for Various Gate Lead Lengths

Length of Vpp = 80V Vpp = 160V
gate lead
(cm) (Vpk-pk) (Vpk-pk)
3 20 100
4 17 86
5 3 44
5.5 0 30
6 0 8
6.5 0 0
Conclusions

In this discussion, a wide variety of possible problems has been
considered. In each case, the potential problems have been
shown to be either no problem at all or curable through some
simple circuit means. In particular, it has been shown that
matching of devices is rarely needed. From this discussion, itis
quite clear that paralleling MOSFETs is relatively easy if a few
simple rules are followed:

1. Provide good thermal coupling between devices.

2. Use good circuit layout practices.

3. Use small series gate resistors to suppress oscillation.

4. Other than the gate resistors needed for oscillation suppres-
sion, minimize the differential gate impedances.

5. In linear applications, use small differential source resis-
tors to stabilize the operating point and force current
sharing.

6. Carefully examine the circuit waveforms for any signs of

parasitic oscillation or current spiking.

For those readers desiring more information, the articles referenced
below should prove useful.
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5.3.1 Anomalous Oscillations and Turn-Off
Behavior in a Vertical Power MOSFET

Abstract

When power MOSFETs are connected in a resistively
loaded inverter circuit, the devices often oscillate.
Experimental results indicate that the oscillation is a
small-signal instability. Using a small-signal model
and the Routh-Hurwitz criterion, analytic expressions
were derived to determine the conditions for oscil-
lation. The resulting expression indicates that the
maximum allowable gate inductance for which the
MOSFET will not oscillate scales roughly as the in-
verse of the device area. Computer simulations of
the loop gain using SPICE demonstrate that the ad-
dition of resistance at the gate of the MOSFET or
the addition of common source inductance decreases
the tendency to oscillate.

An anomalous behavior is observed when the power
MOSFET is turned off, in which the MOSFET turns
off and then turns back on for several microseconds.
This behavior is caused by the parasitic clamping
diode of the power MOSFET and is not related to
the cause of the oscillation. '

Introduction

Power MOSFETs have been found to exhibit oscil-
lations in the range of 1 MHz when they are biased
in a simple inverting configuration as shown in Figure
1. This oscillation is unacceptable for linear appli-
cations and may destroy the device by exceeding the
maximum gate voltage. For switching applications,
the power MOSFET is biased in the saturation region
only during the transition from ‘“‘on’’ to ‘‘off’’ and
vice versa. Thus, this oscillation can only occur for
relatively slow switching applications.

7 {2 WIREWOUND
RESISTOR
07 uH)

| IO |

SLOWDOWN
CAPACITORS

The power MOSFET is connected in an inverting configuration.
Devices by several manufacturers were used all with ~400 V,
7 A voltage and current ratings. Slowdown capacitors were
added at different distances from the MOSFET gate to effectively
AC ground the input of the circuit.

Figure 1

The origin of this oscillation is not due to any un-
expected phenomena inside the power MOSFET, but
is due to a small signal instability of the parasitic
elements of the power MOSFET and of the external
circuit. Using a small signal equivalent circuit, the
oscillation is studied here by applying the Routh-
Hurwitz criterion to determine the conditions for os-
cillation. Computer simulations of the equivalent cir-
cuit were also performed to demonstrate the effects
of varying critical circuit values.

An anomalous turn-off behavior was also observed
during the study of the oscillation. It was found that
when a power MOSFET is turned off into a resistive




load with some parasitic inductance, the MOSFET
apparently turns itself on a second time for several
microseconds. Study of turn-off was pursued because
it was believed the feedback required for oscillation
might be related to this strange turn-off behavior.
While it appears that the turn-off behavior is not
related to the oscillation mechanism, its study is still
of interest to the general understanding of the power
MOSFET. There are several unexpected complications
of the turn-off behavior due to the reverse recovery
characteristics of the parasitic diode.

Theory and Observations of Oscillation in the
Power MOSFET

Experimental Observations

To determine the tendency of the power MOSFET
to oscillate, the device was connected in the inverter
circuit shown in Figure 1. A pulse generator was
used as an input source so that the power dissipation
of the power MOSFET could be easily regulated by
controlling the duty cycle. The use of the pulse gen-
erator also allowed easy analysis of the start-up tran-
sient of the oscillation.

The sequence of oscillographs shown in Figure 2
demonstrates the tendency of the power MOSFET to
oscillate in a simple inverter circuit as the gate voltage
is increased from values just below the threshold, at
threshold, and well above threshold. Note that the
oscillation is sustained only prior to when the device
is about to conduct. When the gate voltage is in-
creased or decreased about this point, the oscillation
becomes a damped ringing.

A number of explanations for this oscillation were
examined which include: 1) the possibility of a neg-
ative output conductance that has been observed by
several researchers [1,2]; 2) the active operation of
the parasitic bipolar transistor which is known to be
a cause of early dV/dt breakdown in the power MOS-
FET[2]; and 3) the possibility of a small-signal in-
stability caused by greater-than-unity loop gain.

The possibility of negative output conductance as a
cause of oscillation does not seem to be a likely
explanation because prior research has determined that
the negative output conductance is of a thermal origin.
Calculations show that the thermal response time of
the power MOSFET is much larger than the period of
the observed 1 MHz oscillations. This leads to the
conclusion that the output conductance is not negative
in the frequency range of the oscillations.
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c)

Typical Observed Oscillations for the Inverter Circuit for
a) Vgs=~VT; b) Vgs>VT; and ¢) Vgg>>VT.
Upper Traces: Vgypply = 10 V/div;
Middle Traces: Vdrain = 10 V/div; Lower Traces: Vgg = 2V/div
Figure 2



The interaction of the parasitic bipolar transistor by
dV/dt breakdown initially seemed to be a likely cause
of the oscillation. This suspicion was strengthened
by the anomalous turn-off behavior in which the
MOSFET turns back on for an extended period. In-
teraction of the parasitic bipolar transistor requires
that a source of current be injected across the base-
emitter junction to turn it on. This situation can occur
when a fast rising voltage is applied to the drain/
collector of the transistor that causes a rapid expansion
of the base-collector depletion region. The charge
displaced from the base depletion region moves to-
wards the source contact causing a resistive voltage
drop in the base region. If this voltage drop exceeds
approximately 0.6 volts, the emitter base junction
becomes forward biased and the bipolar transistor
turns on, shunting the cut-off MOSFET.

For the above type of mechanism to be responsible,
the oscillation can only exist in a large signal state
since a high dV/dt at the drain is required to activate
the parasitic bipolar transistor. An experiment to test
this hypothesis demonstrated that the parasitic tran-
sistor is not involved but that the oscillation is due
to a small-signal instability. The experiment involved
removing the exciting transient introduced by the ris-
ing edge of the input pulse by shunting the gate of
the MOSFET with a 0.1 uF capacitor. This reduced
the tendency of the MOSFET to oscillate as might
be expected by AC grounding the MOSFET gate.
However, when the capacitor is decoupled from the
gate by moving it 3 inches towards the pulse gen-
erator, the circuit oscillated readily. The slowly in-
creasing oscillation amplitude seen in Figure 3 started
at near zero amplitude, and this indicated that the
oscillation is indeed due to a small-signal instability.
Thus, a small-signal analysis should reveal the con-
ditions for oscillation for the power MOSFET.

Routh-Hurwitz Analysis

Having established that the oscillation is due to a
small-signal instability, the simple inverter circuit,
shown in Figure 1, is modeled using the standard
small-signal AC model as seen in Figure 4. A set of
state equations can be written to describe this circuit,
from which the characteristic polynomial can be
found. The location of the roots of the characteristic
polynomial in the complex frequency plane then will
determine whether the circuit is stable.
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Oscillation of the Power MOSFET when a 0.1 uF Capacitor is
Connected ~3 inches from the Gate of the MOSFET
Figure 3

Small Signal AC Model of the Power MOSFET Inverter Circuit
Shown in Figure 1
Figure 4

Writing KVL around the three loops and KCL at the
three nodes for the circuit shown in Figure 4 yields

ig Lg _ics Lcs—_—"‘lg Rg+Vgs (1)
Ig —Ics Les =—1a Rd + Vds 2
Vgd +Vds = Vgs 3)

Cgs \./gs +Cqd \.’gd =—Ig ()]
Cds Vds —Cqgd \'/gd =—1Ig~ Vgsgm (5)

These equations can be cast into a matrix state
equation:




(Lg +Lcs) Rq Les Rg Les Lg + Les
C Leff? Leff2  Leff? Leff?

Iq Les Rd (Lg+ Les)Rg  Ld+ Les Les la
ég - Leff2  Leff? Leff2  Leff? st %)
Viz ~ E_ ~ Cgd + Cds B Cgdgm 0 Vs

Ceff?2 Ceff? Ceff?

Cgs + Cgd Cad (Cgs + Cgd) gm
Ceff2 D Ceff2 | Ceff2 |

where Leff2 and Ceff2 are defined as

Leff2=1L4 Lg + Les Ld + Les Lg (®)

Ceff2 = Cds Cgs + Cds Cgd + Cgd Cgs )
The characteristic equation is the determinant of the
matrix A—sI where A is the state equation matrix
written above. The characteristic polynomial is then

P(s) = ags# + ays3 + aps2 + a3s + a4 (10)
where
aQ = Ceff? Leff? (11)

a] = Ceff2 [(Ld + Les) Rg + (Lg + Les) Rd
+Cgdgm Leff? (12)
a2 = Ceff2 Rd Rg + Cgdgm [(Ld + Les) Rg
+ (Cgd+ Cds) Ld + (Cgs + Cds) Les

13)
+ (Cgd + Cds) Rd + 8m Les (14)
ag=1 (15)

The order of the characteristic polynomial is deter-
mined by the number of energy storage elements
which contribute a state variable. Note that although
there are a total of six energy storage elements, the
characteristic polynomial is only fourth order. This
is because the three capacitors, Cgs, Cds, and Ced,
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form a loop, and the inductors form a cutset. Kirch-
hoff’s Voltage Law constrains one of the capacitor
voltages to be the sum of the other two; hence,
the three capacitors contribute only two state varia-
bles. Likewise, although there are three inductances,
there are only two independent state variables because
Kirchhoff’s Current Law constrains the current in one
of the inductors to be the sum of the other two. Thus,
the six energy storage elements have only four in-
dependent state variables resulting in a fourth orde:
characteristic polynomial.

Although there is no analytic solution for the roots
of a fourth order polynomial, stability only requires
that all the poles lie in the left half s-plane. The
Routh-Hurwitz criterion states that a necessary and
sufficient condition for all of the roots of an nth order
equation to lie in the left half of the s-plane is that
all of the Hurwitz determinants, Dy (k=1,2,...n),
must be positive. The Hurwitz determinants for a
fourth order polynomial are given by

D1 = aj (16)
al a3

D2= |4 a a7
a; a3 O

D3=|ag a2 a4 (18)
0 a1 a3
aj a3 0 O

D3= |20 2 a4 01 _ 4 p, (19)
0 a; a3 O
0 a a ag




To simplify the evaluation of the roots of the char-
acteristic polynomial, it would be desirable to reduce
the order of the polynomial by setting some of the
capacitors or inductors to zero. Unfortunately, the
removal of one inductor and one capacitor will not
reduce the order of the polynomial because the num-
ber of independent state variables is not decreased.
However, the algebra in solving these equations is
still simplified enormously if some of the circuit ele-
ments can be set to zero, and thus, Rg and Lcg are
set to zero. Setting and L¢g to zero represents a
typical situation since §1ese quantities are usually very
small (Rg<<wLg and Lcs<<Lg). By inspection,
Dy is always a positive quantity since all of the
component values are positive. An algebraic evalu-
ation of D7 reveals that when L¢g is zero, D7 is
always positive. Further, since Dg=a4D3, and ag=1,
the circuit’s stability is indicated by the sign of the
third Hurwitz determinant, D3.

The algebraic expression for D3 when Lcg=Rg=0 is

D3 ={ (Cgd + Cds) R [ng gm Lg R+ (Cgs + Cgd) Lg + (Cgd + Cds) Lq]

Lg which fortunately is one of the variables which can
control the oscillation. Solving the above equation for
Lg with the constraint that D3 > 0 yields

Lg <

for

—Ceff2 Lg Rd — Cgd 8m Ld Lg} (Ceff? Lg Rd + Cgd &m Lg Lg) (20
— Ceff? (Cgd + Cds)? L Lg RY
This equation is second order in all variables except
(Cgd + Cds)? gm L3 Rd
2y
(Ceff2 Rd + Cgd gm Ld) (gm Ld —Cgd gm Rd Cds gm Rd Ced Rd)
0<gmLd— Cgdgm Rd Cds gm R(% Cgd Rd (22)

Note that when the equation on the bottom is negative,
the sign of the inequality is changed. Then the condi-
tion for stability is always satisfied because Lg is a
positive quantity.

For a typical circuit, the load inductance terms domi-
nate in equations (21) and (22). The condition for
stability as given by equation (21) can then be reduced
to

(Cgd + Cds)? Rd

Lg< ——m— (23)
Cgd 8m

For the inverter circuit studied here, this condition is

a relatively severe constraint. Typical numerical eval-

uations of equations (21) and (22) for a conventional
MOSFET show that these constraints are both easily
satisfied.

An examination of equation (23) reveals that the crit-
ical value of Lg is roughly inversely proportional to
the gate area. Note that the capacitances and trans-
conductance scale proportional to the area while
both the on resistance and the load resistance is in-
versely related to the area. Substituting these de-
pendencies into equation (23) shows that the
maximum gate inductance for which the circuit will
be stable decreases with increasing device size. Thus,
as MOSFETs grow larger in size, they have a greater
oscillation tendency.




Computer Simulation Using SPICE

The analytic solution in the previous section has lim-
itations because of the assumptions that Rg=0 and
Lcs=0 and because of the general complexity of D3.
More significantly, the analysis does not show how
close the circuit is to oscillation but only if the
circuit is or is not in oscillation.

Using the circuit simulation program SPICE, the
closed loop gain and phase margin are easily found
for any particular circuit configuration. To set up the
circuit of Figure 1 for a loop gain analysis, the circuit
connection to the gate of the MOSFET is broken and
an AC test voltage generator is applied to the gate
(see Figure 5). By setting the voltage of the AC
supply to unity, the voltage at the disconnected circuit
node is then the loop gain. If when the phase is zero
and the loop gain is less than unity, the circuit will
be stable.
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Loop gain analysis of the power MOSFET inverter and its small
signal AC model shown in Figure 4. The gate feedback is
disconnected and replaced by an AC voltage source. The loop
gain is measured at the disconnected node of the gate feedback
circuit with the AC voltage source set to unity.

Figure 5

As an example, the validity of the previously derived
analytic expressions was tested by using typical circuit
values and values of Lg calculated so that the circuit
is just below, at, and above the threshold of oscil-
lation. The results are shown in Figures 6, 7, and 8.
To see the effects of the addition of Rg or L¢g, the
circuit description in the SPICE input file was modi-
fied to include these elements. The results shown in
Figures 9 and 10 indicate that the addition of Rg
decreases the loop gain at the frequency where the
phase is zero, and thus decreases the tendency of the
MOSFET to oscillate. Similarly, the addition of com-
mon source inductance tends to decrease the loop
gain and decreases the oscillation tendency.
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SPICE Simulation of the Inverter’s Loop Gain
with the Gate Inductance Less than
the Critical Value of Lg=16.85[LH

(Note That the Maximum Loop Gain (0.597) is Less than Unity)

Figure 6
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SPICE Simulation of the Inverter’s Loop Gain
with the Gate Inductance Selected Such That
the Circuit is on the Verge of Oscillation
(Note That the Maximum Loop Gain is Unity)
Figure 7
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SPICE Simulation of the Inverter's Loop Gain
with the Gate Inductance More than
the Critical Value of Lg=16.85pH (Note That
the Maximum Loop Gain (1.19) is Greater than Unity)
Figure 8
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Turn-off Behavior

The turn-off behavior of the power MOSFET is shown
in Figure 11. Initially, the gate voltage is high and
the MOSFET is fully turned on. When the gate volt-
age falls, the drain voltage rises quickly and then
abruptly drops to the ‘‘on-voltage,”’” where it remains
for several microseconds before ringing and settling
to the supply voltage.

Oscillograph of the Turn-off Behavior
of the Power MOSFET Inverter;
a) Upper Trace: Vp = 10 V/div; Lower Trace: Vgs = 5 V/div;
b) Upper Trace: Vp = 10 V/div; Lower Trace: Ip = 0.5 A/div
Figure 11

The sequence of events is shown in Figure 12. Before
the MOSFET is turned off, energy has been stored
in the inductor. When the device is turned off, the
output capacitance of the power MOSFET and the
inductor cycle for slightly more than one half cycle
in which the inductive energy is dumped into the
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output capacitance and then returned to the inductor
with the opposite current polarity. Neglecting the
nonlinearity of the output capacitance and the damping
of the output load resistance, the time for 1/2 cycle
is

t=a VLC 24)
After this time, the parasitic diode is forward biased
and the voltage across the inductor is

VL= VDD + VD-fwd — (~1d RL) (25)
If the damping losses are neglected, then

Ia = VDD/RL (26)
and

VL =2VDD + VD-fwd @7

The drain voltage remains near zero during the time
the diode is conducting. The current through the diode
is dictated by the L-R circuit and is

_ %@—_@_@ (1—e~R/L) — @RB 28)

The time at which the diode current is zero is

2V
ton = (L/R) In l:

DD *+ VD—fwd
(29)

VDD + VD-fwd

For a reasonably large supply voltage, VDp >> 0.7
volts, the above equation can be expanded in a Taylor
series to give

IDfwd ], 30
2vpp | " (30

Neglecting the reverse recovery of the diode for the
moment, the drain voltage rises at this time and then
the drain voltage rings and settles to the supply volt-
age.

Second Order Effects

A comparison of experimental data with the calculated
results of equation (30) reveals a large discrepancy
in the ‘“‘on-time.’’ Also, the oscillograph of Figure
11 shows that the power MOSFET appears to turn
on a third time. These discrepancies were found to
be due to the effect of the reverse recovery of the
diode (see Figure 12). Instead of turning off when
the forward diode current crosses zero, the diode
continues to conduct in the reverse direction before




the drain voltage begins to rise. Consequently, the
total turn-on time expressed by equation (30) must
be modified to include the reverse recovery time tyy:

[1 _

Since the inductor once again has a downward current
direction after the diode’s reverse recovery, the sit-
uation is the same as when the MOSFET first turned
off but with a lower initial current level, and thus
the cycle repeats again.
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Diagram of the Power MOSFET’s Turn-off Behavior
Showing the Effects of t
Figure 12

Another discrepancy is the dependency of the turn-
off time on the supply voltage. From equation (31)
the time is independent of the supply voltage when
the supply voltage is much greater than 0.7 volts.
However, when the peak voltage during turn-off is
near the breakdown voltage, the MOSFET will con-
duct and dissipate some of the stored energy, resulting
in a decrease in the turn-on time. In our experiment,
even with a low supply voltage of ten volts and a
load inductance of 17 wH, the peak voltage sometimes
exceeded 450 volts and resulted in a decreased turn-
on time with increasing supply voltage.

Conclusions

It has been found experimentally that the power
MOSFET oscillates due to a small signal instability.
The small signal instability was confirmed by ana-
lyzing a small signal model of a power MOSFET
inverter circuit both analytically and with computer
simulations. Using the Routh-Hurwitz criterion to de-
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termine if the circuit was stable, a set of expressions
was derived that places a constraint on the maximum
value of gate inductance for which the circuit will
be stable. From this expression it may be seen that
as the area of a MOSFET increases, the maximum
allowable gate inductance decreases, which may ex-
plain why conventional MOSFETs do not have as
great a tendency to oscillate as power MOSFETSs.

Experiments and computer simulations of the power
MOSFET inverter circuit reveal that the addition of
small amounts of gate resistance (Rg>wosclg) or
common source inductance effectively stops the os-
cillation tendency while not severely degrading the
performance of the MOSFET. Unfortunately, there
appears to be no way of reducing the tendency of
the power MOSFET to oscillate without degrading
its performance.

The anomalous turn-off behavior was found not to
be caused by dV/dt breakdown of the parasitic bipolar
transistor. Instead, it is caused by the intrinsic diode,
clamping the output voltage to ground. The reverse
recovery of the diode both extends the time during
which the MOSFET is apparently on and causes the
power MOSFET to seemingly turn ‘‘on’’ repeatedly
as the output voltage settled to its final value.

The turn-off behavior will not be observed in a typical
power MOSFET circuit because when the MOSFET
is used to drive an inductive load, the drain is usually
clamped to the positive supply voltage. However,
when the power MOSFET is used to drive an un-
clamped inductive load, the parasitic diode can extend
the time required for the drain voltage to settle at its
final value.
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5.3.2 Thermally Forced Current Sharing in
Paralleled Power MOSFET'Ss

Abstract

A thermal model is proposed and analyzed to deter-
mine the extent of thermal forcing of current sharing
in paralleled power MOSFETs. Both package paral-
leled and chip paralleled devices are examined. It is
shown that the effects of thermal forcing on the current
distribution among paralleled devices are relatively
insignificant. The most reliable operation of paral-
leled devices is achieved if they are tightly coupled
thermally.

Introduction

The popularity of the power MOSFET arises from its
low drive requirement, fast switching speed, and the
relative ease with which it may be paralleled to
achieve higher power ratings. Since manufacturing
yields are presently such that single devices with rat-
ings above approximately 5 k VA are not economically
justifiable, it is this latter advantage which permits
employing the device in applications above a few kW.
Paralleling can be done by the manufacturer at the chip
level, or by the user at the packaged device level.

This paper considers the influence of the temperature
dependence of the drain-source resistance on static
current sharing among paralleled devices. The greatest
effect of thermal forcing is achieved when the paral-
leled devices are thermally isolated from one another,
thus permitting them to equilibrate at different temper-
atures. In practical applications complete isolation can
only be approximated, in part due to the physical
constraints on equipment size and component
arrangement, and in part due to the conflicting
requirements imposed by the need to eliminate electri-
cal parasitics.

A static thermal model for a pair of paralleled devices
is proposed and analyzed. The model includes the
parametric variability necessary to represent both chip
and package paralleled devices, and to represent vari-
ous degrees of thermal coupling between the two
devices. Analysis of the model produces a set of
coupled non-linear equations which are solved
numerically using an iterative algorithm. The drain
currents and ‘‘junction’’ temperatures of both devices
are then determined for a variety of conditions.

The drain-source resistance of a power MOSFET is
dominated by the bulk spreading resistance of the
drain region, and not the inverted channel resistance.
The temperature dependence of this resistance is
caused principally by the variation of the drift mobil-
ity. As a consequence, the resistance exhibits a posi-
tive temperature coefficient whose value is dependent
upon conductivity type, but relatively independent of
device construction. The TCR itself does exhibit some
temperature dependence, which is more pronounced
for high voltage devices. For n-channel, 400 V
devices this coefficient varies from approximately
0.6%/°C at 25°C, to a value of approximately
1.2%/°C at 150°C. For purposes of this analysis, the
non-linear behaﬁor of the TCR is not considered,
and the high temperature value is assumed for all
devices. The drain-source resistance as a function of
temperature, Rqs(T), is thus

Rds(T) = Rdso(1+A(Tj—Ta)) 1)

where R(so is the drain-source resistance measured at
Ta, and A is the TCR.




Because the current distribution among paralleled
devices is governed by their relative drain-source re-
sistances, it is often believed that the positive tem-
perature coefficient of resistance forces current sharing
among paralleled devices. [1,2,3] In order to deter-
mine the extent to which such forced sharing occurs,
it is necessary to assume a thermal system and solve
the resulting set of non-linear equations for the in-
dividual drain-source resistances.

The Thermal System

Figure 1 shows the static thermal model for two
devices in parallel. The resistances Rjc, Res, and Rga
represent the ‘‘junction’ to case, case to sink, and
sink to ambient thermal resistances, respectively.
(Although there is no heat generating junction in a
MOSFET, the term is used here generically to repre-
sent the heat source.) The voltages Tj, Tc, Ts, and Ta,
represent the junction, case, sink, and ambient tem-
peratures, respectively. The resistance R¢ represents
the thermal coupling between devices. For multiple
chips on a common header, the coupling occurs be-
tween the case nodes in the model. For two packaged
devices on a single heat sink, the coupling occurs
between the sink nodes in the model. The current
sources P1 and P2 represent the rate at which thermal
energy is being dissipated in devices 1 and 2, respec-
tively.

Pt

Static Thermal Model for Two Paralleled Devices
Figure 1

The electrical connection of the devices is shown in
Fig. 2, where V(s is the on-state drain-source voltage,
and I is the net drain current. The non-linearity in this
system arises because the distribution of the net cur-
rent, I, between the devices depends upon the relative
values of Rds1 and Rds2, as do the relative dissipa-
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tions. Therefore the sources P1 and P in Fig. 1 each
depend on both Tjj and Tj2.

]

—F

Electrical Connection of Paralleled Devices
Figure 2

The input parameters for this problem are the net drain
current, I, and the reference drain-source resistances,
Rdsol and Rdsp2. The variables Tj1, Tj2, I1, I2, P1,
and P are then determined. For symbolic simplicity,
the subscripts ‘‘ds’’ are not carried forward in the
following analysis and discussion. The operating val-
ues of the drain-source resistance are referred to as Ry
and R2, while the initial, or reference, values are R1q
and Rpq. Also, literal subscripts are used for thermal
resistances, while numerical subscripts are reserved
for electrical resistances.

The model of Fig. 1 can be generalized slightly by
recognizing that the point of thermal coupling can be
moved by varying the relative values of Rjc, Rcs, and
Rga. Therefore, in the equations that follow, Rjc, Res,
and Rgy have been combined into an equivalent resis-
tance Rq which represents the thermal circuit between
the point of coupling and ambient, and an equivalent
resistance Ry which represents the thermal resistance
between the heat source and the point of coupling.
This more general thermal model, in which chip par-
alleled or package paralleled devices may be repre-
sented by simply changing the relative values of Ry
and Rq, is shown in Fig. 3.

T T2
Re

Ra Ra
P1

Te1 Te2

Rd Rd

Generalized Static Thermal Model
Figure 3




The model of Fig. 3 may now be analyzed. In terms of
the temperatures of the coupled nodes, Te] and Te2,
the junction temperatures are

The electrical dissipation in each device, as a function
of net drain current is

P1 = [I(R1||R2)I2/R} (4a)
Tj1 = P{Ra + Tel (2a)
P2 = [I(R1||R2)I2/R2 (4b)
Tj2 = P2Ry + Te2 (2b)
As indicated earlier, the on-state drain-source resis-
The temperatures of the coupled nodes, relative to tances are
0°C, may now be determined in terms of P and P2,
R1 = Rjo(l + ATj1) (5a)
1., — [PI(Re + Ra) + PaRa]
el = [(RJRQ) + 2] + Tq (3a) R2 = Roo(1 + ATj2) (5b)
Tor = [P2(Rc + Rg) + P1Rd] Finally, (2), (3), (4), and (5) can be combined to yield
e2 = [(RJ/RQ) + 2] + Ta (3b) R1 and R7 as functions of the net drain current, I, and
the thermal environment,
2 i (Rd+Ra)(&+l)+Ra _W
I“R1R2 A Rqg R4
R; =Rjq > Ro R + Rj —‘R—— > (6a)
(Rp+Rp) =€ 419 =< 4+
L R4 R4 _
P—— (Rd+‘Ra)(&+ D+ Ry ]
Rp=Rogd 1+ L RIR2A fp, Rd + Ry d L (6b)
(RI+R2)2 &4_2 _Ri_i_z
Rd Rd i

Results

For a given set of input parameters, (6a) and (6b) are
solved numerically using an iterative algorithm. Both
TO220 and TO3 packages were considered for indi-
vidually packaged devices in parallel, and for indi-
vidual chips in parallel a Rcg value of one-half that for
the package was assumed. This latter is a convenient
assumption since it is satisfied automatically as R is
““moved up’’ toward the ‘‘junction’’ in the model of
Fig. 3.

Although a wide variety of different conditions were
studied, the essential conclusions of this work can be
demonstrated by the results of a few specific cases. In
each case it is assumed that the devices are paralleled
at the chip level, i.e., Ry = Rjc. The parameters for
these cases are:

Case I: (100 v, 10 A, TO220)

RCS = 1.00 C/W
Rsa = 147°C/W
Rio = 0.12 ohm
Rpo = 0.16 ohm
I =20A
A= .0067

Case 2: (400 V, 3.5 A, TO220)

ch = 1. 67°C/W
Rsa = 147°C/W
Rio = 0.75 ohm
R2o = 1.00 ohm
I=7A
A= .011

Case 3: (400 V, 11 A, TO3)

RJC = 83°C/W
RCS = 20 C/W
Rsa = 60°C/W
Rio = 0.2 ohm
R2o = 0.3 ohm
I =22A
A= .012

Equations (2)—(6) were solved for R¢ varying from 0
to 100°C/W. The effect of forced current sharing is
maximized for large R¢, which permits the necessary
temperature difference between devices. This result
is, of course, independent of the relative values of Ry
and Rq.
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Figures 4, 5, and 6 show the variations of ‘‘junction”’
temperature and drain current with thermal coupling.
The results show the effect of forced current sharing to
be practically non-existent. In fact, if the Tj’s are
constrained to be equal (by setting Ry = 0, R4 = Rjc
+ R¢s + Rga, and Re = 0), the drain currents differ
by less than 5% from their values for the case of total
thermal isolation (approximated by R¢ = 100°C/W).
Even though current sharing is not enhanced by ther-
mal isolation, the figures show that the ‘‘junction’’
temperatures can be substantially different under such
conditions. Reliability of the hot device is thus com-
promised with no apparent benefit.



Conclusions

Since the continuous drain current specification for a
power MOSFET is a reflection of the maximum junc-
tion temperature limit, even though I in Figs. 4(b),
5(b), and 6(b) exceed this specification the device is
quite happy as long as Tj < Tjmax. One is therefore
led to the conclusion that forced current sharing is an
illusion, and furthermore, that devices to be paralleled
need not even be carefully matched for Rdsg. Also, it
is clear from the analysis that paralleling can be used
to its best advantage if chips are paralleled by the
manufacturer using techniques which result in the
minimum value of Re.
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5.3.3 An Analysis and Experimental
Verification of Parasitic Oscillations
in Paralleled Power MOSFETSs
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Abstract

An analysis of the small signal dynamic model of the
power MOSFET is presented which predicts the ex-
istence of high frequency parasitic oscillations when
these devices are electrically paralleled. It is shown
that the existence of these oscillations is a strong
function of the small signal transfer admittance, g,
and the differential mode drain, gate and source re-
sistances. The sensitivity of the oscillations to these
parameters is determined. Experimental data verifying
the qualitative aspects of the analytical results is
presented. It is concluded that the problem is poten-
tially most severe for devices which are paralleled
by the manufacturer at the chip level. A practical
solution to the problem is the introduction of differ-
ential mode gate resistance, either as lumped com-
ponents, or by the use of polysilicon overlays.

Introduction

Anecdotal user reports have indicated ‘‘mysterious’’
failures of paralleled power MOSFETs. At the same
time, the appearance of oscillations during the
switching transitions of such paralleled devices has
been reported in the literature.L1,2,3] The under-
standing of this behavior is of importance not only
for reliably paralleling packaged devices, but also for
successfully fabricating large devices using paralleled
chips. In this latter case, since the user has fewer
remedial options available (because of the lack of
multiple gate access), the responsibility rests with the
manufacturer to assure that the device is stable under
all operating conditions.

Phenomenologically, the oscillations occur at fre-
quencies between 50 and 250 MHz, are observable
at both the gate and drain terminals of either device,

5-48

and have had observed amplitudes exceeding the gate-
source breakdown voltage. The existence of the os-
cillation is a strong function of the gate drive source
resistance, but for reasons to be shown, this is be-
lieved to be due to the extended duration of the
saturation region transition for larger drive resistance.
It will also be shown that, given a saturation region
residence of sufficient duration to support an oscil-
lation, the inception of this oscillation is a function
of only the differential components of the gate and
drain resistance, and the parasitic drain and source
inductances.

An earlier paped4] has shown the theoretical effect
of gate and drain impedances on the parasitic phe-
nomenon. This paper extends the previous analysis
to include the effect of source impedance, and verifies
the theoretical results experimentally.

The Dynamic Model

Figure 1 shows two electrically paralleled power
MOSFETs, Q1 and Q2. It is assumed that these
devices are identical, and that the layout of their
interconnection is symmetrical. Since oscillations oc-
cur only when the devices are in their active (satu-
ration) region, it is the incremental model of the
circuit of Fig. 1 operating in this region which is
important. This model is shown in Fig. 2, which also
includes parasitic elements necessary to the creation
of an oscillatory system. The inductance, LG, and
resistance, RG, represent the parasitic impedance be-
tween the common drive source connection and the
gates of the two devices. The inductances Lp and
Lg represent the parasitic drain and source impe-
dances, respectively. The resistor Rp represents the



incremental drain-source resistance, which is primarily
the resistance of the drift region of the drain. Because
of the assumed symmetry of the problem, the parasitic
elements are disposed symmetrically between the two
devices. The absence of parasitic elements in series
with Rg and Ry, is justified below.

Rs

Q1 Qa2

—

Vs

A Pair of Electrically Paralleled MOSFETs
Figure 1

Because of the symmetry and linearity of Fig. 2, the
problem may be transformed into differential and
common mode coordinates and the method of half
circuits used to obtain the relevant characteristic
equations. Establishing the plane of symmetry and
opening all circuit branches cutting this plane quickly
establishes the fact that, to the extent that a single
device operates stably, the common mode response
of the model cannot include oscillatory behavior. Es-
sentially, the two devices are decoupled in the com-
mon mode. Thus the oscillations must be a result of
the differential mode circuit.

The differential mode circuit may be derived by re-
cognizing that all nodes on the plane of symmetry
are at incremental ground potential. The resulting
model is shown in Fig. 3. It is now clear that since
Rg and Rp, are common mode elements that do not
appear in the differential mode circuit, they will not
have any effect on the circuit’s unstable behavior.

The same is true of any parasitic elements which
might have been included in these branches in the
model of Fig. 2.

Lp

Incremental Model, Including Parasitic Elements for Saturation
Region Operation of the Paralleled Devices of Figure 1
Figure 2

The differential mode circuit model of Fig. 3 may
now be analyzed to determine its characteristic po-
lynomial. However, rather than confront this rather
complicated analysis, two separate situations are con-
sidered. The first, shown in Fig. 4(a), assumes no
parasitic source inductance, and the second, shown
in Fig. 4(b), assumes no parasitic drain inductance.
In both cases the effects of gate resistance and par-
asitic gate inductance are determined. In this way it
is possible to gain some insight to the oscillatory
behavior as a function of the parasitic elements. The
results of the detailed analysis of the effects of drain
resistance is presented only for the case Lp = 0. It
is believed that this situation will be more commonly
encountered in practice because the physical location
of the drain contact (chip substrate) results in very
low differential drain inductance (compared to the
corresponding differential source inductance) when
devices are paralleled. For example, the heat sink
will frequently be the common drain connection for
TO3 or T0220 packages. This produces an electrostatic
geometry exhibiting a low inductance.

3 L
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) AA— TN YL AAA~— e
| +
vike e Domvr m2() IR oFRva

3
RL
‘>

Differential Mode Circuit for the Model of Figure 2
Figure 3
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Figure 4

The differential mode circuit model of Fig. 4(a) is

analyzed to determine its characteristic polynomial,

which is
(1a)

+ SRGEC1+C)H)+1=0
where c% = C1C2 + C2C3 + C3Cy

A similar analysis of Fig. 4(b) yields

(1b)

4 3 2
SYLDLGC?) + S*RGLDCe +gmLlDLGC2) + Sz(LG (C1 + C2) + Lp(C2 + C3) + gmRGLDC2)

s* (LGLsCY + S3 (RL)eC2 + gmLsLGC) +S2 (LG (C1 + C2) + Ls (C1 + C3) + gm (RL)eC2

+RgRDC%) +S®RG(C1+ C)+Rp(C1+C3)+ gm(Ls + RGRDC2)+ 1=10

where (RL)e = RpLs + RGLS + RpLG

These polynomials may now be evaluated for the
existence of right half plane zeros by use of the
Routh-Hurwitz criterion.

Theoretical Results

Characteristics typical of a 100 V, 10 A power MOS-
FET were selected for use in evaluating (1). These
characteristics are:

C1 = 700 pF
Cp = 100 pF
C3 = 300 pF

The Routh-Hurwitz criterion was then applied for
values of gm between 0.1 and 10 mhos, parasitic
inductances between .05 and 50 nH, and parasitic
gate resistances between .01 and 100 ohms. It was
felt that the selected range of parasitic inductance
encompassed both wiring inductance for package par-
alleled devices, and bond wire inductance for chip
paralleled devices.

Behavior with Rp = 0

If the drain resistance, Rp, is assumed to be zero,
it was found that for any combination of Lp, LG,
and gm, some value of RG could be found below
which (1a) possesses a pair of rhp zeros. This min-
imum value of RG necessary to assure no rhp zeros

of (la) is plotted in Fig. 5 as a function of gmy for
several combinations of Lp and LG.
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Figure 6 shows the results of solving (1b) (non-zero
source inductance), again assuming Rp = 0. The in-
teresting conclusion of this calculation is that for a



ratio LG/Lg greater than approximately 2.6, (1b)
possesses no rhp roots.
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It is clear that under the assumption Rp = 0, the

model of Fig. 2 predicts unstable behavior for a wide
range of practical values of the parasitic parameters.

Behavior with Rp # 0

Figure 7 shows the results of applying the Routh-
Hurwitz criterion to (1b) for Lg = s = 20 nH.
The minimum value of RG necessary to assure no
rhp roots is plotted as a function of gy for various
values of Rp. These curves show that as Rp in-
creases, the region of gy over which oscillations are
possible decreases, until at some critical value of Rp
no rhp roots will exist even if RG = 0. For this
specific example, this critical value is 1.9 ohms. Fig-
ure 8 shows the behavior of the range of gy over

35
30

25

20 RpD=050

RGmun(0)

Rp =100

05 -

/—\RE= 181

)
0 1 2 3 4 5 (]
am(S)

Minimum Value of Rg Necessary to
Assure Stability of the Model of Figure 4(b),
as a Function of g, for Various Values of Rp
Figure 7

which rhp poles can exist as a function of Rp for
RG = 0. Since the assumed device capacitance pa-
rameters are typical for devices with widely differing
RDS(on) specifications, the results of this analysis
imply an aggravation of the oscillation problem for
low voltage devices, where RpS(on) is typically
fractions of an ohm. '

Effect of Rg

In a system exhibiting a pair of rhp poles, the resulting
oscillation will grow exponentially with a time con-
stant proportional to its Q. The higher the Q, the
slower will be the growth of the oscillation amplitude.
Therefore, the duration of validity of the model of
Fig. 2 is critical in determining whether these oscil-
lations will be observed. In this respect, the gate
drive source resistance, Rg, of Fig. 1 is important
because it, together with the device input and reverse
transfer capacitances, Cjgs and Crgg, will determine
the rise and fall times of the drain variables, and thus
the duration of time spent in the saturation region.
This is consistent with experimental results which
have shown oscillations to appear in the presence of
relatively large gate drive source resistance, but to
disappear when the drive resistance was reduced.

Experimental Results

A series of experiments was performed to verify the
qualitative aspects of the analytical results presented
above. It is first shown that the oscillations appear
primarily in the differential mode circuit. A critical
value of the ratio LG/Lg is observed, and the effect
of Rp to restrict the range of gy over which oscil-
lations are possible is verified.

-
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Theoretical Range of gy, Over Which Oscillations Persist,
as a Function of Rp for Rg = 0 and Lg = Lg = 20 nH
Figure 8




Figure 9 shows the schematic of the experimental
circuit. A pair of IRF530’s were placed adjacent to
each other on a common heat sink. The pulsed gate
source consisted of a DS0026 clock driver being
driven by a 74LS123 monostable. The load resistor
was a 2 ohm non-inductive Dale NH250 and the
clamping diode was a fast recovery UES1403. The
gate drive source resistor, Rg, was adjusted to ensure
that the saturation region residence time was long
enough to permit the oscillations to develop. In ad-
dition to switching tests, steady-state oscillatory be-
havior was observed by placing the devices in their
saturation regions using a DC gate drive.

Circuit Used to Experimentally Verify Theoretical Conclusions
Figure 9

To verify that the oscillations are differential mode
in nature, an explicit differential source inductance
was created by connecting the source terminals to-
gether with a small loop of wire (r = 0.35"). Con-
nection was then made to common mode ground from
the middle of this loop with a relatively long (3")
piece of wire. The voltage waveform along the loop,
with respect to common mode ground, was then ob-
served while the devices were switching and exhib-
iting the parasitic oscillation. Figure 10 shows these
waveforms and the corresponding measurement lo-
cation referenced to the connection at the middle of
the loop (100% is the source lead at the package).
It is apparent that only a small fraction of the parasitic
voltage shows up across the common mode source
inductance, even though it is substantially larger than
the differential mode source inductance, thus con-
firming the theoretical conclusion that the parasitic
oscillation is a differential mode phenomenon.

The source loop was next removed and replaced by
a short, direct connection. The gate-to-gate connection
was then made with a loop whose size was succes-
sively increased until oscillations ceased, thus con-
firming the theoretical prediction of a critical ratio
LG/Ls above which there are no rhp poles. Although
a quantitative measurement of the differential source
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(a)

(b)

(c)

(d)

Differential Source Voltage Measured at
Different Points Along the Differential Source Inductance;
(a) 10%, (b) 25%, (c) 75%, (d) 100%

Figure 10

and gate inductances was not attempted since a com-
ponent of these inductances is internal to the package
and not accessible, geometric approximations suggest
that the observed critical ratio was approximately 2.



The source and gate connections were next both made
with short straight wires and the pulsed gate drive
was replaced by a DC source. The gate voltage was
then increased from zero until oscillations were ob-
served and the corresponding drain current recorded.
Increasing the gate voltage further eventually caused
the oscillations to cease. The drain current at this
point was also recorded. The transconductance, g,
at these points was then obtained from measurements
or the manufacturer’s data sheets, depending on the
current level. It was observed that the resulting range
of gm was sensitive to the applied drain voltage,
Vec. The range of gm supporting oscillations was
thus determined as a function of V¢ and is shown
in Fig. 11.

Experimental Range of gj,; Over Which Oscillations Persist,
as a Function of V¢¢
Figure 11

Discussion

The experimental results reported above are essentially
consistent with the theoretical analysis. The major
discrepancy is between the theoretically predicted and
experimentally observed ranges of gm over which
oscillations can occur. For the IRF530 the maximum
specified value of RDS(on) is 0.18 ohms, which,
from Fig. 8, implies a very large range of gmy based
on the theoretical analysis. However, Fig. 11, which
is based on measurements made for RG = 0, shows
that the observed range is quite restricted, especially
for low values of drain voltage. The range also in-
creases rapidly as the drain voltage is increased. There
are two plausible explanations of this latter behavior.
The first is that the lightly doped drain region of the
device is partly depleted when Vps > 0. This de-
pleted region increases as Vpg increases, resulting
in a reduction in the contribution of the n-drain region
to the bulk drain resistance. The second is that the
assumed values of the capacitances in the model of
Fig. 2 were those for the devices operating deep in
the saturation region where the capacitances are ap-

proximately constant. The measurements, however,
were made at relatively low values of VD where the
manufacturer’s data shows Cijgg, Crss, and Cogs
changing quite rapidly as a function of Vpg. Analysis
has shown that both of these phenomena will give
rise to an increase in the range of gy over which
oscillations can occur as VD is increased, a conclusion
consistent with the qualitative aspects of Figs. 8 and
11.

The quantitative discrepancy between the analytical
and experimental results can be attributed to several
causes. The first is that the parameters for the model
of Fig. 2 were measured at a frequency of 1 MHz,
whereas the observed frequency of oscillation was 65
MHz. Although the distribution and value of the small
signal energy storage elements are not likely to vary
much between 1 and 65 MHz (because they are dom-
inated by the MOS and junction structures, neither
of which has strong frequency dependencies in this
range), parasitic loss mechanisms within the device
will likely exhibit a strong dependence upon fre-
quency, with most of them producing losses which
increase with frequency. For instance, the channel
body resistance was not taken into account in the
model, although Oxner has shown this to be an im-
portant component of RG at high frequencies. [5]
These additional parasitic losses will decrease the
analytically predicted range of gy over which oscil-
lations may persist, as can be inferred from Fig. 7
for the case of an increasing RG. An additional reason
for the discrepancy is that measurements showed LG
and Lg to be approximately 50 nH, whereas the
analysis resulting in Fig. 8 assumed values of 20 nH.

Conclusions

An incremental, differential mode circuit model has
been used to analytically predict experimentally
observed oscillations in paralleled power MOSFETs.
The oscillations depend upon the differential mode
parasitic gate, drain, and source impedances, and not
upon the common mode elements most accessible to
the circuit designer. The region of potential oscillation
increases as Rp decreases, suggesting that the par-
asitic oscillation problem may be most severe for low
voltage, high current devices. It is shown that the
introduction of differential mode gate resistance can
eliminate the potential for instability, and that in-
creasing switching times can aggravate the tendency
to oscillate.

These results are particularly significant for chip par-
alleled devices, for in this case the small parasitic
inductance could give rise to very high frequency
oscillations which could build up quickly relative to
even ‘‘fast’”’ switching times. In addition, these os-
cillations may not be observable because all the ele-
ments of the differential mode model of Fig. 3 are




inside the package. This suggests that devices to be
paralleled at the chip level be fabricated using silicon
gates of an appropriate sheet resistivity, or that small,
discrete resistors be inserted in series with the gates
of chips fabricated using metal gate technology.

For package paralleled devices, these results support
the use of differential gate resistors [2,3] and gate
drives which achieve fast switching times. In addition,
the existence of a critical LG/Lg ratio supports the
use of ferrite beads on gate leads to increase LG.
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5.3.4 Power FET Paralleling

Introduction

Paralleling of power MOSFETs: is not always as easy
as it may seem. When all the devices are fully
enhanced (fully ON), the problem is minimal both
because the tolerance of RDS(on) is small and be-
cause the positive temperature coefficient of FET
conduction resistance tends to enforce proper current
sharing through junction temperature differentials.
During the switching period, however, current shar-
ing can be a problem. If this problem is not attended
to, the surge current in one of the devices during
switching may exceed the ratings of the device. This
is especially true for high-frequency high-pulse-cur-
rent applications. In this paper, the causes of dynamic
current imbalance will be presented and recommen-
dations for alleviating dynamic current imbalance will
be suggested.

Dynamic Current Sharing

The causes of dynamic current imbalance can be
classified into two categories: device related and
circuit related. Device parameters that directly affect
dynamic current imbalance include gate threshold
voltage (VT), transconductance (gfs), and input ca-
pacitance (Cg). Circuit parameters critical to dynamic
current imbalance include the parasitic inductances
of both the gate-drive circuit (LG) and the power
circuit (Lp) as well as the gate-drive circuit source
resistance (RG). The reason both VT and gfs are
involved in current imbalance during switching should
be obvious. Devices with lower VT and/or larger gfs
will carry more current at any VGS in their linear
region. Gate parameters Ciss, RG, and LG affect the
time required to charge the gate capacitance from a
gate-voltage source with a fixed impedance. A FET
with a gate-drive circuit that has a smaller time
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constant will take more than its share of current
during switching.

Device Parameter Values

Typical gate-to-source threshold voltages VGS(th)
for commercially available devices range from 2 to 4
V. Transconductance, gfs, depends on the device
current rating. In general, the larger the current
rating, the larger the gfs. For 5-A devices, the values
range from 1to 3 S. For 10-A devices, they range from
5 to 10 S. The magnitude of gate capacitance Ciss,
which is the sum of gate-source and gate-drain capac-
itances, depends on the chip size. The higher the
voltage and current ratings of the device, the larger
the chip size, and, consequently, the larger the gate
capacitance. Typical values of Cjsg for commercially
available devices range from approximately 5000 pF
for a 500 V, 20 A device to 150 pF for a 100 V, 3 A
device. The tolerance of Cjsg for a given device is
normally within +30%.

Temperature Effects

Device gate-source threshold voltage decreases with
temperature. A typical device threshold decreases
aproximately 5 mV per °C. Transconductance, gfs,
also decreases with temperature. The temperature
coefficient is —2% per °C.

It can be seen from the above characteristics that if
one of the paralleled devices heats up due to current
imbalance, the negative temperature coefficient of
VT tends to aggravate while the negative temperature
coefficient of gfs tends to alleviate current sharing
problems during switching. This is different from




conduction state current sharing in which both the
positive temperature coefficient of channel resistance
RDS(on) and the negative temperature coefficient of
gfs contribute to reduction of current imbalance.

Recommendations for Controlling Current
Sharing Problems

There are basically two approaches to control dy-
namic current imbalance: by means of device param-
eter matching and by means of circuit techniques.

Device Parameters Matching

Dynamic current imbalance can be minimized by
matching the three device parameters described in
the previous section, i.e. VT, gfs, and Cjss. The
sensitivity of current imbalance to each parameter is
different, however. Of the three parameters men-
tioned, matching of gfs and Cijgs is less critical. For
transconductance mismatch, the worst case current
imbalance is limited to the percentage of tranconduct-
ance mismatch. Furthermore, if a device heats up due
to mismatch, the negative temperature coefficient of
transconductance tends to reduce the imbalance. The
effect of input capacitance mismatch depends on the
external gate-drive impedance as described in a fol-
lowing paragraph.

Of the three device parameters to be matched, the
most critical one is the gate threshold voltage VT.
The amount of current imbalance due to VT mismatch
is essentially unlimited. The negative VT temperature
coefficient further worsens dynamic current imbalance.

Circuit Means for Controlling Imbalance

There are several circuit techniques recommended
for minimizing dynamic current imbalance. All, how-
ever, result in some additional alterations to circuit
performance. Thus, trade-off decisions must be made
by the circuit designer.

Gate Drive Circuit

The optimum circuit technique for improving current
sharing during switching is merely to increase switch-
ing speed. By increasing the gate—drive circuit speed,
one can reduce the time required to charge and
discharge the gate capacitance and thus reduce the
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duration of current imbalance during switching. To
increase the drive circuit speed, one should reduce
the gate-drive impedance (see Figure 1). It should be
noted, however, that extremely small values of RG
may not be enough to damp undesirable oscillation in
the paralleled gate circuits. Parasitic inductances
around the gate circuit must also be minimized.

Lp

533

=

FET Switching Circuit with Two Devices in Parallel
Figure 1

Conclusions

The causes of current imbalance in paralleled MOSFET
switching power circuits have been examined, and
some techniques have been recommended for im-
proving imbalance. It has been shown that some
parameters are more critical than others in affecting
the imbalance. Threshold voltage VT mismatch, for
example, can be very critical to dynamic current
sharing. The amount of current imbalance depends
both on device parameters and circuit parameters.
Reference 1 gives several numerical examples of the
degree of current imbalance for some specific power
MOSFETs.
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5.4 dVps/dt Turn-On in MOSFETs
(TA84-4)

Introduction

Under certain conditions, when a rapidly rising voltage waveform
1s applied from drain to source of a supposed ‘‘off’”” MOSFET,
the device will turn-on. dV/dt turn-on is well known in SCRs
and bipolar junction transistors (BJTs). This phenomenon in
MOSEFETs is similar in many respects except that dV/dt turn-on
occurs at much higher rates than it does in either SCRs or BJTs.
Because spurious turn-on can be destructive, it is of serious
concern in those applications where it might occur.

Several different modes of dVpg/dt turn-on have been identified,
and in most cases, turn-on may be eliminated or the effect of turn-
on may be reduced to an acceptable level.

To eliminate this problem, the mechanisms of the turn-on modes,
the consequences of spurious turn-on, the means for reducing or
eliminating turn-on, and the applications where turn-on is likely
to be a problem, must be understood. The following discussion
intends to provide the basic information on dVpg/dt turn-on
needed by the design engineer.

Equivalent Circuit Model

Figure 1 is an equivalent circuit model for a power MOSFET
which includes the parasitic elements within the device and within
the drive circuit (Rp, Lp, Vy).

The parasitic NPN BJT, an integral part of the device structure, is
present in all VMOS and DMOS devices. To minimize the effect

of the BJT, Ry is made as small as possible, and HEE is low.
Nonetheless, in some circumstances the BJT can be turned on.

The impedance of the drive circuit (Zgs) may take many forms, but
the series R, L, battery is representative. Rp comes from several
sources: resistance deliberately placed in series to limit the peak
current or reduce the rise time of Vg, bypass capacitor ESR, wir-
ing resistance, the on resistance of drive switches, etc. L is due to
the physical size and layout of the drive circuit. If a transformer is
used for drive isolation, the primary-to-secondary leakage induc-
tance will add to L. When series diodes or BJTs are used in the
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drive circuit, an equivalent series battery (Vp) 1s present. In some
cases, a DC bias may be present, so V, could be either positive or
negative. Cg,y represents the parasitic capacitance from drain to
gate due to the circuit layout. This capacitance may be as large or
larger than the intrinsic Cyq if careful layout is not used.

Rg is the internal gate resistance. The value of this resistance varies
from 0.05 to 5.0Q depending on the manufacturer and the size of
the device. Siliconix devices typically run from 0.5 to 4.0Q.

The intraterminal capacitances of a MOSFET are functions of
Vps as shown in Figure 2*. Because Cgd and Cds are functions of
Vps, spurious turn-on will depend on both dVpg/dt and Vpg,
which complicates the analysis. In the following discussion, the
body-drain diode will be mentioned. This diode is the base-
collector junction of the parasitic BJT.

* NOTE: Because Cy, >> Cgp, Cqp ~ Cys
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The following modes of dVpg/dt turn-on have been observed:
1. Device quiescent: Zg high, MOSFET turns on.
2. Device quiescent: Zg low, BJT turns on.
3. Body-drain diode conducting: Z low, BJT turns on.
4. Body-drain diode conducting: Zy low, BJT goes into
avalanche breakdown.

Mode 1 Turn-On

The equivalent circuit for mode | turn-on is given in Figure 3 along
with a generalized waveform for Vg. The exact nature of the Vg,
waveform will be a function of Zy and Cgyray, but in general, the
lower the impedance presented by Z g and the lower the value for
Cistray, the lower the peak value of V. If Vgsexceeds Vyy,, the device
will turn on. In most applications, the amplitude of Ip, during
turn-on will be limited by Rpgon). This mode of turn-on is not
usually destructive, although it will increase the power losses.
Figures 4 and 5 show actual turn-on waveforms when Zg
is resistive.

Even when the FET is not turned on, a pulse of drain current will
be present due to the intraterminal capacitances. An idealized
waveform for this case is shown in Figure 6A, and a more realistic
waveform is shown in Figure 6B. There will always be some series
inductance which, when combined with the nonlinear capaci-
tances, produces a distorted, damped sinusoid.

This current pulse will be reflected into the switch which is genera-
ting the positive dVpg /dt.

One additional complication to mode 1 turn-on has been suggested
but not observed. If the FET is turned on, it is possible for parasitic
oscillations to occur. This would raise Vg and increase the power
dissipation. It is possible for the gate to be ruptured if Vs becomes
large; however, if oscillation is not present during normal switch-
ing, it is unlikely that it will occur during mode 1 turn-on.

The best way to detect potential mode 1 turn-on is to observe the
gate-to-source voltage waveform with an oscilloscope. If a signifi-
cant voltage spike appears during the drain voltage transition then
some positive action will have to be taken to reduce the pulse
amplitude.

NO TURN-ON
Vig[m —mmm e e

TURN ON
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Vos
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Mode 1 Equivalent Circuit
Figure 3

Mode 1 Spurious MOSFET Turn-On. Rg = 10 ohms
Figure 4
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Mode 1 Spurious MOSFET Turn-On. Rg = 100 ohms
Figure 5
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Pulse Drain Current Waveforms
Figure 6



Mode 2 Turn-On

The equivalent circuit for mode 2 turn-on 1s given in Figure 7,
along with Vpg and Ip waveforms. The mechanism for this mode
of turn-on is quite simple. As Vpg slews, current will flow through
Cyp- If enough current flows so that the voltage across Ry, exceeds
~0.65V, some of the current will flow into the base, turning
on the BJT. In contrast to mode 1, the acceptable dVpg/dt rate
is only a function of the device design, not of the external circuit
elements.

The result of mode 2 turn-on can be harmless or catastrophic
depending on Vpg and the magnitude of the base current.
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Mode 2 Turn-On Equivalent Circuit and Typical Waveform
Figure 7

In a BJT, the collector-emitter breakdown voltage 1s a function of
base-emitter impedance and of the current flowing in the device.
This point is illustrated in Figure 8. For low values of Ry, and zero
base current injection, BVpgg is equal to BVcgx for the BJT. This
is the data sheet voltage rating for the device. Once base current is
injected, however, the breakdown voltage drops dramatically to a
level < BV(gg, which may be as low as %2 BVcgx. If Vpg is
> BV(cEgo and base current is injected, the device will go into
avalanche breakdown. Furthermore, if Ip is not limited by the
external circuit, the device can go into secondary breakdown and
will be destroyed.

BVCEO BVCER BVCEX BVCBO

bIBY

VCE

Breakdown in a BJT
Figure 8

So much for the bad news. Now for the good news. In modern
MOSFETs, the dVpg/dt rate at which mode 2 turn-on can be
initiated is generally very much higher than most applications will
ever see. The dVpg /dt limits for Siliconix devices are shown in
Figure 9. Realize that the rates shown correspond to transition
times of one to three nsec. Very few applications require transitions
this rapid. Even testing at these rates is a formidable problem.
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Mode 3 and Mode 4 Turn-On

Frequently the body-drain diode is used as a catch diode for an
inductive load. In a few applications, such as sinewave synthesis or
some motor control schemes, the positive dVpg/dtis applied while
the diode is conducting. Figure 10 shows the equivalent circuit for
this condition. Just prior to the application the voltage ramp, Ig is
flowing through the BJT in a reverse direction. Much of the cur-
rent will flow through Ry and the collector-base diode. Evenin the
inverted mode, however, the BJT will have some current gain, and
a portion of Ig will flow in reverse through the emitter, as indica-
ted. As a result of this current flow, the device is saturated with
charge, i.e., it is hard on at the moment the dVpg/dt is applied.

Mode 3 Equivalent Circuit
Figure 10

Typical voltage and current waveforms for mode 3 operation, with
and without turn-on, are shown in Figure 11. Figure 11A shows
the waveforms for the case where the BJT does not turn-on and

TURN-ON

(B)

NO TURN-ON
(A)

Mode 3 Waveforms
Figure 11



thus acts like a normal p-n junction diode. Looking at the wave-
forms, the sequence 1s initiated by a switch closure at t = t,. The
current through the diode begins to reverse at a rate (d1/dt) which
is determined by the switch transition time and /or the circuit series
inductance. If the switch transition is very rapid, the circuit
inductance will dominate; conversely, if the transition is slow, the
switch dominates. During the interval ty-t;, Vpg changes only
slightly (-1 to +1 volt). Vpg does not change significantly until Ip
reaches its maximum value and begins to fall. Att=t;, Vpg begins
rising rapidly. The rate of dVpg/dt at this point is determined by
the circuit series inductance, the peak current and the recovery
characteristic of the diode. The recovery characteristic is in turn
a function of the initial dI/dt. This relationship is illustrated by
Figure 12. The more rapid dl/dt, the greater will be the peak
amplitude of Iy, Q. will be larger and trr shorter. More important,
the dIp/dt during the interval t;-t; becomes greater as the initial
dI/dt is increased. In some diodes, dIp/dt can increase dramat-
ically and can form a sharp step or snap as indicated in Figure 13.
At lower levels of initial dIp/dt, the step may not be present, but
as the initial dIp/dt is increased, the step appears. This current
step during recovery can generate extremely high rates of dV/dt in
the circuit.
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A further complication exists: the diode recovery characteristics
are also influenced by the magnitude of I during reverse conduc-
tion. This relationship is shown qualitatively in Figure 14.

Figure 11B shows the waveforms when turn-on is present. Two
cases are shown: recovery without damage and catastrophic
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failure. Notice that the BJT turn-on occurs during the interval t;-t,
and is triggered by the dVpg/dt resulting from the recovery
characteristic of the diode. The dVpg/dt during the interval t;-t; is
related to the switch transition time, but it is nor a direct function.
This is very different from modes 1 and 2 where the current
waveforms are coincident with and directly proportional to the
transition time.

Mode 3 turn-on is an indirect function of transition time and is
more directly controlled by the circuit and the recovery character-
istic of the device. In terms of rating the device for dVpg/dt
capability, the appropriate voltage transition is not the switch
transition but rather the transition which appears across the diode
during the second portion of the recovery interval.

This complex interaction deserves a more detailed examination.
The following discussion uses a successive approximation to
explain what happens during mode 3 operation.

An equivalent circuit for mode 3, where turn-on does not occur
and the device can be viewed as a diode, is given in Figure 15. Note
that the inductive load current is assumed to be constant during
the recovery interval and is represented by a current source. L
and L, are the circuit parasitic inductances.
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Mode 3 Equivalent Circuit
Figure 15

The reverse recovery current waveform (I;) can be approximated
by triangular waveforms as shown in Figure 16. From this
approximation, the voltage (V3) across the diode is easily deter-
mined, as shown. The critical point in the waveform is the rapid
and large positive transition which occurs when the waveform
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Triangular Waveform Approximation
Figure 16

di/dt reverses. The amplitude of the transition is a function of
di/dt during recovery—a diode characteristic. A diode with a
snap characteristic would generate a very rapid, high amplitude
voltage spike.

Figure 16 indicates an infinite dVpg/dt, which is not what is
observed. A better approximation would be to use a trapezoidal
waveform as indicated in Figure 17. Figure 17 also shows the
actual waveforms. From this figure, we see that the large voltage
transient still exists. Its amplitude is essentially the same, but the
dVpg/dt is finite. We can see that the reverse recovery character-
istic of the diode determines both dVpg/dt and the amplitude of
the transients.

24
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Trapezoidal Waveform Approximation
Figure 17
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The device could respond to the voltage transient in several ways:
1. If the amplitude is small and dVpg /dt moderate, the device
recovers normally.
2. Mode 3 turn-on could occur without avalanche break-
down.
3. Mode 4 turn-on could occur; i.e. the device avalanches
before the BJT turns on.
4. Mode 3 turn-on could occur, lowering BVpgg, leading to
avalanche breakdown and perhaps second breakdown.
Each of these turn-on scenarios is potentially destructive.

The complexity of the interaction between the parameters makes
it difficult to characterize FETs for mode 3 and 4. Figure 18
displays the results of preliminary testing of Siliconix devices.
Competitive devices were also tested and found to be no better at
best, and much worse in some cases. While this curve is hardly
definitive, it does show that modes 3 and 4 turn-on levels are an
order of magnitude lower than mode 2. The dI/dt levels used in
the testing were in the range of 150 A/usec. This is representative
for motor control or low frequency AC synthesizer; however, LF
transmitters and sonar transducer drivers would be expected to
have much higher dI/dt rates which would further reduce the
acceptable dV/dt.

Fortunately, mode 3 operation is restricted to a few special
applications such as:

1. Motor drives and sinewave inverters where multiple
repetitive pulsing of the switches occurs.

2. Highly reactive resonant loads, such as found in LF
transmitters, sonar transducer drivers, and induction
heating equipment.

3. Synchronous rectifiers where the body-drain diode is
allowed to conduct.
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Mode 3 Performance
Figure 18

The Effect of Radiation and Tj on dVps/dt

The effects of Tj and radiation on d Vpg /dt behavior have not been
discussed. While little testing has been done, trends can be identi-
fied. Vth has a negative temperature coefficient of four to eight
mV/°C, so that at high temperatures Vth is lower. This will lower
the rate at which mode 1 turn-on occurs. At higher temperatures,
Ve will decrease in the BJT, and the gain will increase. Both of
these effects will reduce the acceptable dVpg /dt rate for modes 2
and 3.

Ionizing radiation has two effects for total doses above
10K Rad(Si). First Vth is reduced, and second the gain and diode
recovery time of the BJT are reduced. This implies that mode 1
performance is degraded, but modes 2 and 3 should be improved.




How to Avoid dVpg/dt Problems

In most circuits, dVpg/dt turn-on may be avoided. There are
many ways to accomplish this:
1. Reduce dVDs/dl
Low impedance drive circuits
Good circuit layout practice
Negative gate bias
Series drain diode
Snubbers
Turn-on of the FET during commutation
Use MOSFETs with good dV/dt performance
9. Current fed topologies

PO NAULHA LN

The most obvious way to reduce dV/dt problems is to slow the
switching speed. This can be accomplished easily by adding resis-
tance in the gate as shown in Figure 19. The diode is added to
provide a low impedance when the device is off so that mode 1
problems do not arise.

dV/dt Slowdown Circuit
Figure 19

The best means to avoid mode 1 turn-on s to use a low impedance
driver and good circuit layout. Figure 20 illustrates how to design
a good drive circuit. It is also very helpful to reduce the noise and
ringing in the overall circuit.

In very noisy environments, it may be necessary for Vgs to be
negative during the switch off interval. The noise coupled to the
gate will have to overcome a potential of Vi, + Vp,as.

Minimize Parasitic
F P
eedback Capacntance\;s

Twisted Pair Reduces®
® Inductance

* Noise Pickup

® Parasitic Oscillation

G

Connect Direct To MOSFET Terminal
imizes C. < 1

Low Impedance Drive For
® Fast Switching

* Mimimize Noise Pickup
* Mintmize dV/dt Turn-On

Circuit Layout to Reduce Mode 1 Turn-On
Figure 20

Figure 21 shows how to lay out an H-Bridge switch-mode power
converter primary to minimize noise, ringing, and coupling from
one point of the circuit to another. The principle is quite simple;
first identify those paths in the circuit where the switched currents
are flowing and then minimize the inductance and radiating area
of these current loops. These techniques will not only reduce
dVps/dt turn-on but will be beneficial in reducing EMI, elimina-
ting voltage spikes and generally cleaning up the circuit
waveforms.
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Low Ind

Mode 3 performance may be improved by reducing or eliminating
the current in the body-drain diode. Two ways to do this are
shown in Figure 22. In (A) the FET channel is turned on to divert
current away from the body diode. This can be very effective as
shown in Figure 23. Figure 23 is a superposition of the FET and
diode conduction characteristics ina VNEOO3A. In this particular
device, the diode would not start conducting until Ip>30 Amps.

Another method which eliminates diode conduction entirely is
shown in (B). A low voltage diode is placed in series with either the
drain or source, and a normal diode is added in parallel to carry
the commutation current. This approach will eliminate mode 3
turn-on, but there is a penalty in the power cost in the series diode
and in the extra cost of the external diodes.
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Schemes for Reducing Body-Drain Diode Conduction
Figure 22
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In extreme cases, snubbers may be used to reduce the dVpg/dt,
the transient amplitude and to limit current pulses if turn-on
should occur.

The effect of dV/dt turn-on will depend on the impedance of the
circuit in which the device is being used. For example, the circuit
shown in Figure 24A is a voltage fed switch-mode power con-
verter. When S| is closed, a positive dVpg/dt will appear across
S2. If S2 is turned on then a short circuit will appear across the
transformer winding. There is little to limit the current because the
source impedance is very low. Given the same circumstances in
Figure 24B, the series inductor will limit the rate of current rise.
The probability of damaging the switches will be reduced.
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20-30Vv
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n (7 T'%-
y
V= Ns . o83
20-30V Ny
D1 Boost Converter
Voltage and Current Fed Converters
Figure 24
Conclusions

dVpg/dt turn-on does exist in power MOSFETs, so the following
conclusions may be drawn:

1. Mode 1 is primarily a circuit problem which can best be
eliminated by using low impedance drives and good circuit
layout techniques.

2. Mode 2 occurs only for very high values of dVpg/dt;
therefore, this is seldom a problem.

3. Modes 3 and 4 are potentially the most troublesome but
occur only in specialized applications. Modes 3 and 4 may
be reduced or elimnated with circuit modifications.

Appendix

Another scenario for mode 2 turn-on has been postulated but not
observed. Figure 25 shows a simplified boost converter where the
MOSFET is represented by a perfect switch in parallel with the
intrinsic BJT. When the switch is opened, some of the inductor
current (I ) will flow into Cgy,. If 1_ is large enough, it is conceiv-
able that the BJT could be turned on. The effect on the turn-off
waveform would be similar to storage time in a BJT, i.e. extended
<

turn-off time.
: |
i

Postulated Mode 2 Turn-On Mechanism
Figure 25
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Conceivably, several turn-off pulses could occur as the BJT turns
on stealing base current. Like all mode 2 turn-on, this effect will
only be possible for very rapid transitions.

A mode of anomalous turn-off ringing has been identified by
Giandomenico (6. This ringing could easily be mistaken for the
mode turn-on just discussed or for parasitic oscillation. The
ringing occurs when there is excessive unclamped drain inductive
and is described by Giandomenico, et al, as follows:

“When the power MOSFET inverter circuit shown in Figure 26 is
suddenly turned off, the drain voltage rises quickly and then
abruptly drops to the “on-voltage” where it remains for several

Vpp: 25V

I
Wirewound |17'“H L
Resistor | ‘
| |7Q R
' °
Ve

i

The Power MOSFET Connected in an Inverting Configuration
Figure 26




microseconds before ringing and settling to the supply voltage (see
Figure 27A). This behavior was initially thought to be due to
dV/dt breakdown and was thought to be related to the “on-state”
oscillations. However, this turn-off behavior is in fact due to the
clamping diode between the drain and source which is intrinsically
incorporated into the vertical MOSFET structure. A typical
display of the drain voltage and cuirent during turn-off is shown
in Figure 27B from which the turn-off phenomenon can be
explained.

‘“When the device is turned off, the magnetic energy stored in
the load inductance is transferred into the output capacitance and
then returned to the inductor with the opposite current polarity.
Neglecting the non-linearity of the output capacitance and the
damping of the output load resistance, the time for the current
reversal is:

t=m+\/LC

()
‘“After this time, the parasitic diode is forward biased, and the
voltage across the inductor is:

)

where VE is the forward diode voltage. If the damping losses are
neglected, then:

Ip=~-Vpp/RL

VL=Vpp + VE-IpRL

3
and

VL =~ ZVDD + VF (]

A
OVW
T T T 5o T T T 1
oV
= 4B

Oscillograph of the Turn-Off Behavior of
the Power MOSFET Inverter
a) Upper Trace: Vp = 10V/Div; Lower Trace: Vgs = 5V/Div.
b) Upper Trace: Vp = 10V/Div; Lower Trace: 1p = 0.2A/Div.
Figure 27

““The drain voltage remains near zero during the time the diode
is conducting. The current through the diode is dictated by the

L-R circuit and is:
Ip=2vpn * Ve (1 —e-lkllL) _ Yoo (5)

RL RL
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““Neglecting reverse recovery, the time at which the diode current

)

‘‘For a reasonably large supply voltage, V3q>>0.7 volts, the
above equation can be expanded in a Taylor series to give:

L \
ton = (_) 1-__F In2
RL 2Vpp

““Neglecting the reverse recovery of the diode for the moment,
the drain voltage rises at this time and then rings and settles to
the supply voltage.

2Vpp *+ Vg

(6)

lOl"l
Vpp *+ VE

™

‘A comparison of experimental data with the calculated results
of eq. (7) reveals a large discrepancy in the ‘‘on-time.”” Further,
the oscillographs of Figure 27 show that the power MOSFET
appears to turn on a third time. These discrepancies are due to
the reverse recovery of the diode (see Figure 27B). Consequently,
the total turn-on time expressed by equation (7) must be modified
to include the reverse recovery time, trr:

L
ton~— | 1- In2 + trr
RL

‘“‘Since, after the diode’s reverse recovery, the inductor once
again has a downward current direction, the situation is the same
as when the MOSFET first turned off but with a lower initial
current level, and thus the cycle repeats again.’”

®)

Vg
2Vpp
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5.5 Inverse Diodes of Power MOSFETSs

Introduction

A parasitic anti-parallel diode is inherently built in
the process of fabricating any power MOSFET tran-
sistor. This diode has voltage and current ratings
equal to the FET, but has, in general, a slow reverse
recovery. Depending upon circuit application, the
parasitic diode could be a bonus or a problem, for the
user. The slow recovery speed of the diode may result
in alarge recovery current spike and cause high power
dissipation in an opposing FET switch. In this paper,
first the formation of the parasitic diode will be
described, then the problems associated with the
diode in power circuits will be explained. Remedies
for the problems will also be suggested.

Formation of Parasitic Diode

A DMOS device structure is used to explain the
formation of a parasitic diode in the power MOSFET.
As shown in Figure 1, source metalization overlaps
both the p and the nt regions. The reasons for this
are, first, to stabilize the voltage of the p region so it
does not drift when the device switches and, second,
to suppress the action of the parasitic bipolar junction
transistor in the structure thereby ensuring proper
operation of the MOSFET. This metallization, how-
ever, connects an anti-parallel pn diode from source
to drain. All MOSFET device structures, such as
VMOS and HEXFET, have similar diode formation
and, therefore, power MOSFETs will not block
reverse voltage.

Because the parasitic diode uses the same Epi and p
regions as the MOSFET, the voltage rating of the
diode is the same as that of the companion MOSFET.
The diode current rating is also the same as that of the
MOSFET. Therefore, the parasitic diode is often
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considered to be a bonus for the user. However, the
reverse recovery speed of the diode is normally
between 200 and 400 nanoseconds. This can present
problems in some circuit applications.

Problems of Using Parasitic Diodes in the Circuit

In a power circuit with a single FET, the parasitic
diode is seldom used and seldom presents any prob-
lems. However, in a power circuit with a loop consist-
ing of two serially connected FETs and a voltage
source, the diode may present a problem. Commonly
used half bridge and bridge inverters are examples.
Under certain operating conditions with these con-
verters, the recovery of the diode causes problems as
will be explained below.

Figure 2 shows a half bridge in which two FETs are
used. In first quadrant operation, inductive current
free-wheels through D7 and the load when Qg turns




OFF. When Q1 turns on again, there is a temporary
short circuit formed by the loop of Vg, Q1, and D)
during the reverse recovery time of D). This will
cause a large power spike in Q1 and D2 and may
damage Q1. The reverse recovery time of D2 de-
pends, among other parameters, on the amount of
forward current flowing at the instant Q1 turns ON.
If a discontinuous mode of operation is chosen, there
will not be current flowing in D2 when Q1 turns ON;
therefore, the problem described will not exist. A
similar situation, of course, applies to Q2 and Dy.

04

121

a1

—l_
Ve o '_‘

Q:

“ITL

R
D2
+

BACK EMF

Two-Quadrant DC Chopper Circuit
Figure 2

Similarly, in a bridge inverter circuit, the problem
with the diode may or may not be present depending
on the nature of the load and inverter operating
conditions. Figure 3 shows the inverter circuit dia-
gram and several possible output voltage waveforms.
Depending upon the gate drive timing sequence, the
load voltage waveform can be classified into three
categories:

1. Bipolar square wave
2. Unipolar square wave
3. Quasi-square wave

Ari analysis of whether the diode will present prob-
lems will be given for each of the above three cases.
Generally speaking, however, if the inverter circuit
requires commutation of current from a diode to the
opposing FET in the same totem pole then a severe
current spike will occur. If the current is commutated
from a diode to its companion FET then the problem
will not occur. This is because the diode in the first
case is subjected to reverse bus voltage, but in the
second case, it is subjected to essentially zero voltage
when the diode current is terminated. The next
paragraph will discuss the load conditions under
which the diode problem will exist for the three basic
load voltage waveforms mentioned.

Figures 4, 5, and 6 show the load current waveforms
and associated switch timing for different loads.
Figure 4 shows the waveforms for the bipolar square
wave output voltage. As can be seen, for R-L loads,
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Bridge Inverter and Three Basic Output Voltage Waveforms
(a) Bipolar Square Wave
(b) Unipolar Square Wave
(c) Quasi-Square Wave
Figure 3
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diode current is always commutated by the companion
FETsand, therefore, adiode recovery problem would
not occur. For an R-L-C load, the current waveform
could either lead or lag the voltage waveform. If the
natural frequency of the RLC is higher than the
inverter switching frequency then the current wave-
form will lead the voltage waveform. Figure 4, shows
that the diode problem will not exist in this case
because diode current is commutated by the compan-
ion FET. If, however, the current lags the voltage,
which means the natural frequency of the RLC load
is less than the inverter switching frequency, then the
diode current will be commutated by the FET on the
opposing part of the totem pole, and the diode
recovery problem will occur. This has direct ramifi-
cations on the diode requirements for any resonant
bridge converter.

Figure 5 shows the waveforms for the case of unipolar
square-wave output voltage. For an R-L load, the
load current may be continuous and, when it is, the
diode current will be commutated by the opposing
FET, and the diode recovery problem will occur. If
the load current is discontinuous then the diode
problem will not occur. Again, for the R-L-C load,
only the lagging case presents problems. This is
similar to the situation in the case of the bipolar
voltage waveform. Figure 6 shows the waveforms for
a quasi-square wave output voltage. The situation is
similar to Figure 4. Among the three load conditions
discussed, only the RLC “lagging” condition presents
problems.
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Bridge Inverter Load Current Waveforms for the Case of
Unipolar Square Wave Load Voltage
Figure 6

Circuit Remedy

Since the diode is inherent in the MOSFET and its
recovery time is much longer than the FET’s switching
time, a circuit remedy must be found in order to use
the FET effectively. Figure 7 shows a scheme using a
center-tapped inductor in each totem pole to limit the
current surge during the diode reverse recovery time.
This arrangement requires additional free wheeling
diodes around this inductor to release inductive en-
ergy when the FET is cut OFF. Another circuit
remedy is to use a Schottky diode, DS, in series with

Inverter Circuit Using Center Tapped Inductors to Reduce
Temporary Current Spike
Figure 7



each FET and use a fast recovery diode as the free-
wheeling diode. Figure 8 shows a circuit diagram of
this arrangement. The purpose of the Schottky diode
is to prevent current from flowing through the para-
sitic diode. Reverse current now has to flow through
diode DF. Because of the fast reverse recovery nature
of DF, the current spike during recovery is consider-

ably reduced.
S % 7
Dg Ds
Dg Ds.
DF
- o

Vs =
Inverter Circuit Using Schottkys to Prevent the Temporary
Circuit Short
Figure 8
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Conclusion

Due to the slow recovery of FET inherent diodes, a
temporary short circuit could occur in several com-
monly used switching power circuits. The effects of
the temporary short on the circuit are high power
dissipation particularly at higher switching frequen-
cies and possible damage to the FET. This should be
avoided.

It is noted that only certain operating conditions and
load types.lead to diode reverse recovery problems
and require a circuit remedy. Two solutions were
recommended for this problem. One requires the
addition of two inductors in the circuit. The other
requires the addition of Schottky and high speed
diodes.
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5.6 MOSFETs Move In On Low Voltage
Rectification (TA84-2)

The efficiency penalty imposed by the offset voltage
inherent in Schottky and pn junction diodes has been
a perennial thorn-in-the-paw for designers of low
voltage, high current power supplies. Recent power
MOSFET design advances allow designers to eco-
nomically replace Schottky diodes and provide higher
conversion efficiency in many applications. Using
power MOSFETs will remove that thorn.

To exploit the opportunity provided by the MOSFET,
several questions must be answered:

1. How is a MOSFET optimized for synchro-
nous rectifier service?

. What are the performance limits?

. How is an optimized device used in a circuit
to take advantage of its characteristics?

. What is the basis for choosing between a
MOSFET or a Schottky diode in a given
application?

The following discussion addresses each of these
questions.

When we have answered those questions, it will be
quite clear that MOSFET synchronous rectifiers are a
practical alternative to Schottky rectifiers, particu-
larly for output voltages below 5V.

MOSFET Structures

The present trend of power MOS manufacturers is to
first provide transistor selections that perform across

a broad range, and then to optimize devices for
certain applications such as low voltage rectification.
MOSPOWER transistors may be used as synchronous
rectifiers for any voltage, but they are receiving the
most attention in the 10-50 volt breakdown range.

Many designs for power MOSFETS are presently in
use. In most cases these designs were originally
optimized for the 100V to 400V range and, as a result,
do not represent the practical limits of ON resistance
for low voltages.

Figure 1 shows the performance of contemporary
transistors normalized by multiplying total chip area
(including all inactive chip area) by its on-resistance.

This figure allows comparison of different size devices
on the basis of the normalized resistance. The figure
includes both theoretical and practical limits. From
these limits, it is clear that below 100V, significant
improvement remains to be made.

Figure 2a shows the cross section of a contemporary
MOS transistor. Device on-resistance can be mini-
mized in several ways. First, the thinnest and lowest
resistivity epitaxial layer consistent with the break-
down voltage is employed. Second, gate width must
be optimized. If it is too wide, surface utilization is
poor, while if it is too narrow, the JFET formed by
body regions results in an unwanted increase in total
resistance. The surface geometry also requires optim-
ization to squeeze maximum performance from the
devices. Figure 2b compares layout efficiency of
various surface geometries. While the geometries
vary only a few percent, one geometry (square-on-
hex) is more efficient than the rest. Keep in mind that
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the optimum design depends on breakdown voltage
and drain current (in high current devices). Another
means for reducing resistance is to increase chip area.
In practice this means paralleling several die.
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Low voltage, high current devices using some of these
optimizing techniques are beginning to appear. Two
such devices presently available are listed in Table 1.
These are practical synchronous rectifiers, but they
are by no means fully optimized. A factor of two or
more improvement should be possible.

Table 1
The ratings of the lowest on-resistance commercially available
MOSPOWER transistors.

DEVICE: SILICONIX MOTOROLA
VNC003A POWER MODULE
PACKAGE: TO-3 Epoxy Module
ON-RESISTANCE: .035 .018
BREAKDOWN: 60V 60V
CURRENT: 60A 100A

Electrical Characteristics of Power MOS
Transistors as Synchronous Rectifiers

The performance of a MOSPOWER transistor as a
synchronous rectifier differs significantly from its use
in either linear or switching applications. As shown in
Figure 3, the MOS transistor will conduct current in
an opposite direction to normal. The transistor should
be operated so the intrinsic diode is not turned on, or
the performance of the circuit may be altered, as
shown in Figure 4 where current continues to flow for
some time after the voltage is reversed. When the
diode conducts, minority carriers exist. The presence
of these minority carriers may have a second effect
on circuit performance. The limit of a power MOS
transistor is reduced when carriers are present in the
body-drain junction region. When a MOSPOWER
transistor is rapidly switched off, displacement cur-
rent flows to discharge the body-drain junction capac-
itance. Figure 5a shows this behavior schematically.
Figure 5b shows the dV/dt behavior of Siliconix
devices without minority carriers present at the mo-
ment of transition. The dV/dt turn-on threshold is
greatly lowered when minority carriers are present.
Reduction can be one to two orders of magnitude
below that shown in Figure 5b.
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Several other considerations must also be made when
using power MOS transistors for synchronous rectifi-
cation. Gate-to-source voltage must be limited to
manufacturer’s maximum data sheet specifications.
This requirement sounds straight forward, but the
dynamic behavior of circuits, particularly switching
circuits such as those found in switch mode power
supplies, often results in unexpected transients. Care-
ful design and analysis will prevent any unexpected
voltage excursions.

The resistor-like characteristics of power MOS tran-
sistors are not maintained as the current increases for
two distinct reasons. First, increase in current forces
more carriers through the channel region, causing a
transverse voltage drop. The channel region narrows,
and the current that flows through the device satu-
rates. This increase in ON-resistance as a function of
gate voltage and channel current is shown in Figure 6.
An increase in current also produces an increase in
channel resistance due to device heating. Figure 7
shows the positive temperature coefficient of power
MOS transistor resistance.

Designing in MOSFET Synchronous Rectifiers

Gate Drive Timing

Gate drive timing is critical to proper circuit opera-
tion. What constitutes proper timing varies with the
type of converter circuit used. The popular quasi-
square wave converter circuit (Figure 8) is a good
example. Voltage and current waveforms are given in
Figure 8b, and the proper timing for I} and Ip
conduction is a 50% duty cycle drive which is in phase
with VS. While this is the most obvious timing
scheme, it is not the only workable one. Figure 9 shows
the waveform for I1 and Ip which exists in this circuit
if a normal diode is utilized instead of a MOSFET.
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Diode Rectifier Current Waveform
in a Quasi-Square Wave Converter
Figure 9

Notice that during the intervals when both S3 and S4
are off, IT divides more or less equally between the
two rectifiers. In a diode this change in waveform isn’t
significant from a loss point of view. If we change the
MOSFET gate drive timing as shown in Figure 10, the
same current waveforms (without trr spikes) in the
synchronous rectifiers will reduce power losses. The
improvement occurs because conduction losses in a
MOSFET are proportional to the rms current, and
the extended conduction interval provides a lower
rms waveform for the same average current.

v |

reduced
loss
timing

normal
uming

Gate Drive Timing for Reduced Losses
Figure 10

Consider what happens if the gate timing does not
correspond to the ideal waveforms. There are at least
two possibilities worth analyzing—too short and too
long conduction intervals. If the conduction interval
of S1 is terminated early, I1 must continue to flow (the
switch is in series with an inductor!), and it will,
through the integral diode within the MOSFET. This
is not catastrophic, but it will increase the losses
because of the higher forward drop of the diode. It
will also introduce reverse recovery current spikes
and may aggravate the dV/dt problem. If the conduc-
tion interval is too long so that S1, S2, and either S3
or S4 are on simultaneously, then for some period of

time the secondary will be short circuited, and a large
current spike will appear in the primary switches.
This event is clearly undesirable. Fortunately, MOS-
FETs can switch rapidly and are easy to drive. These
problems can be avoided with a little care when
designing the drive circuit.

In other circuits, timing waveforms and consequences
of mistiming may be different. Two other converter
circuits and their idealized waveforms are shown in
Figures 11 and 12. In the buck-derived converter,
there is no advantage to extending the conduction
interval beyond 50% as there was in the quasi-square
wave converter. On the other hand, if the conduction
interval is too long, it does not cause current spikes in
the primary switch due to the current limiting action
of the input inductor. This performance is definitely
an improvement over the quasi-square wave circuit.
This circuit also accommodates too short a conduction
interval by allowing the integral diode to conduct.
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Buck-Derived Current Fed Converter Example
Figure 11

The boost-driven circuit is even more tolerant of long
conduction intervals. The conduction interval may be
increased up to 50% with no effect on circuit opera-
tion. For drive circuit simplicity, 50% drive is usually
used. For duty cycles beyond 50%, the primary
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Boost-Derived Current Fed Converter Example
Figure 12

inductor will again limit switch current transients. In
fact, in this circuit, synchronous rectifiers may be
used to control output if their conduction duty cycles
are greater than 50%. In this mode of operation, the
output voltage is controlled by varying the conduction
duty cycles of S7 and S so that both switches are on
simultaneously for part of the switching sequence.
This allows the regulation function to be done on the
secondary without having to couple a control signal
back to the primary. This is a significant simplification.

Clearly, gate drive timing and degree of tolerance to
mistiming depend on which converter is used. The
designer must take this into account when designing
the drive circuits.

Gate Drive Circuits

The simplest way to provide gate drive is to use an
auxiliary winding on the transformer secondary (Fig-
ure 13). The advantage of this method is its simplicity,
but there are some disadvantages. For example, if this
scheme is used in the quasi-square wave converter,
when S3 and S4 are both off (a condition which occurs
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Auxiliary Winding Gate Drive
Figure 13

twice each switching cycle), V1=0, and there is no
gate drive! I1 continues to flow, but now it goes
through the integral diode—increasing the power
losses. There is another drawback to using auxiliary
winding drives in the quasi-square wave family of
converters. Transformer winding voltages are directly
proportional to input voltages and will vary with the
input voltage. For example, if the gate drive voltage is
12V when the input voltage is low, then when the
input voltage is doubled (not an uncommon require-
ment), gate voltage will also double to 24V. Except
for Siliconix MOSPOWER devices, most MOSFETs
are limited to =20V on the gate. Exceeding this level
will destroy the device (Siliconix rates their gates at
+40V with 100% testing to 50V). Adjusting the
winding so the gate drive is below 20V at high line
may produce a condition where there is not sufficient
gate enhancement at low line, thereby increasing the
conduction losses.

The winding voltage dependence on input voltage
also increases the peak voltage seen by the rectifiers.
For a 5V output, the rectifier commonly sees a peak
voltage of 20 to 25V, not including noise or transients.
This requirement for a relatively high rectifier voltage
rating (in proportion to output voltage) means that
the Rpg of the MOSFET must be higher for a given
device size.

All of these problems may be overcome by using
another circuit topology. The circuits in Figures 11
and 12 both have correct timing and relatively con-
stant gate voltage when used with an auxiliary wind-
ing. They also subject the rectifier to a reverse voltage
of twice the output voltage (10V in 5V supply)
regardless of the input voltage.

Even the best designed converter has some noise,
ringing, and/or transients appearing across the trans-
former windings. When auxiliary winding drive is
used, these transients are coupled directly into the
gate where they may cause improper or mistimed
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Gate Protection Methods
Figure 14

turn-on and turn-off or even gate destruction. Fre-
quently it is necessary to provide some gate protection
(Figure 14). It is vital that gate protection be right at
the devices with a minimum of series inductance and
be capable of nsec response time. Not all transient
suppressors and zeners will respond quickly enough.
Notice also in Figure 14 that the source connection
for the gate drive is brought out separately. This
technique reduces pick-up from the high current in
the source lead. Further protection can be provided
by bringing the drive winding to the device as a
twisted pair.

Figure 14 also shows damping resistors (RD) across
the gates. These resistors are added because drive
circuit and winding leakage inductance can resonate
with gate capacitance to generate a ringing voltage on
the gate. Some form of damping should be used since
this ringing may damage the gate or cause spurious
turn-on or turn-off. The R-C network on the gate
performs this function. Either series or shunt damp-
ing resistances may be used. The series resistance,
however, reduces switching speed. If, by careful
layout and transformer design, the ringing frequency
is 1 MHz or above, a ferrite bead may be used for
damping. This technique also helps to prevent high
frequency parasitic oscillation.
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Independent Gate Drive Circuit Example
Figure 15

An alternative to using an auxiliary winding is to use
a separate drive circuit derived from the primary
switch drive circuits as shown in Figure 15. The
example shown is for a quasi-square wave circuit. This
drive scheme allows for proper timing of the gate
drive.

The advantages of using independent gate drive are
several:

1. The amplitude of VGS may be optimized at a
predetermined value.

2. The negative part of the drive may be elimi-
nated, reducing drive power and gate stress.

. Higher switching speeds are usually possible.
. Gate protection is much easier.

. Precise drive timing is easily achieved.

(=2 NS T )

. The rectifiers may perform control functions
in some circuits (Figure 12).

7. In some applications, bi-directional power
flow is desired. Use of a synchronous rectifier
with independent drive allows bi-directional
power flow [3,4,5].

The most obvious disadvantage is increased circuit
complexity. This additional complexity may not be
great, so it is worthwhile to consider the advantages.

Avoiding dV/dt Problems

Whatever drive scheme used, the integral diode
should not be allowed to conduct. This will reduce
conduction loss and eliminate diode reverse recovery
current spikes. Even more important is the preserva-
tion of static dV/dt characteristics. Most MOSFETs
remain quiescent with an applied dV/dt of 50V-100V/
nsec as long as there is no reverse diode current. It is
extremely unlikely for a low voltage power supply to
even approach this limit. However, if diode current is
present, the dV/dt capability may fall to a value as low
as 0.5V/nsec. Such rates are possible even in low
voltage supplies. If a device is triggered on when the
voltage is reversed, the transformer secondary is
effectively short circuited and some damage could
result.

Thermal Design Considerations

As shown in the previous section, RD§ is a positive
function of junction temperature (Tj). When Ip is
controlled by a current source (the inductor), positive
thermal feedback is present. As the device becomes
hotter, RDg increases which in turn increases power
dissipation, and the junction temperature increases
even further. For this reason, it is imperative to
observe good thermal design practices. The achieva-
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ble efficiency is very much dependent on the thermal
design. A discussion of this subject is available in a
Siliconix Applications Note (6].

Equipment using cryogenic cooling has become rela-
tively common. For the designer of power supplies to
be used with such equipment, low temperature cool-
ing provides a unique opportunity to drastically lower
conduction losses. A MOSFET will work just fine at
liquid nitrogen temperatures (—196°C) and even at
liquid helium temperatures (—265°C). For Tj
—196°C, RpSis 20-25% ofits value at Tj = +125°C.
As an added bonus, heat transfer is much better
because of the higher thermal conductivity of silicon
at these temperatures. The switching properties are
not significantly affected. If cryogenic cooling is
available, it should be used.

The operation of a MOSPOWER transistor does not
depend on the injection of carriers across a junction,
nor is the minority carrier lifetime a factor. As long
as sufficient majority carriers are present in the source
region, drain current will flow when a bias is present
on the drain and voltage is applied to the gate. Carrier
freeze-out in the source and drain regions does not
impact device performance until the conduction elec-
tron (or hole) concentration is reduced to a small
percentage of its original value.

The main factor affecting MOSPOWER transistor
operation is the mobility of the carriers as they flow
through the body and drain regions. This mobility
increases, so the device on-resistance should decrease.
The drain current of a vertical DMOS transistor is
given by

Ips = Co Z VSAT (VGS — VGS (TH)) (1
while its on-resistance is
1 1
RDS(on)= — =~ — @)
B (VGS— VGS(TH))  8m
where
Z
B = T #eCo

In these equations,

L = the channel length

Ips = the drain to source current

Co = the capacitance per unit area of
the gate oxide

Z = the amount of active source
perimeter

VSAT = the saturation velocity of electrons
in silicon

VGs = the gate-to-source bias voltage

VGS(TH) = the threshold voltage of the

MOSPOWER transistor
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gm = the transconductance of the
MOSPOWER transistor
He = carrier mobility

The equations predict an increase in device perform-
ance proportional to the increase in carrier mobility.
Figures 16 and 17 show the improvement in the char-
acteristics of a VNEOO3A MOSPOWER transistor as
the operating temperature is reduced from 25°C to
—196°C. These figures show that for this transistor,
the g increases almost a factor of 2, while the on-
resistance decreases the same amount.

The Characteristics of a VNEOO3A MOSPOWER Transistor at
25°C (g = 6.5S, RDSéon) = 56 mQ)
Figure 1

The Characteristics of a VNEO0O3A MOSPOWER Transistor at
—196°C (gm = 128, Rpg(on) = 31 mQ)
Figure 17

MOSPOWER transistors are also beginning to be
used in their third quadrant of operation. In this
quadrant, the carriers flow from the drain to the
source, opposite to normal current flow. The intrinsic
body-to-drain diode is in parallel with the MOS-
POWER transistor operated in this direction, as shown
by Figure 18. A MOSPOWER transistor operated in
this fashion has high current capability with a low
forward voltage drop in one direction, and the normal
breakdown voltage characteristic in the other direc-
tion. This device performance makes MOSPOWER
transistors attractive for use as synchronous rectifiers.
The characteristics of the VNEO0O3A MOSPOWER
transistor in the third quadrant are shown in Figures
19 and 20. These photographs are of particular in-
terest, because of the offset voltage present when the



MOSPOWER transistor is operated at — 196°C. This
offset voltage is present in Figure 17, but is more
easily measured here.

To demonstrate the possibilities of low voltage op-
eration an actual power converter was built and tested.
Gate
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The Carrier Paths in a MOSPOWER Transistor Used as a
Synchronous Rectifier
Figure 18

The Characteristics of a VNEO0O3A MOSPOWER Transistor in
the Third Quadrant at 25°C (Vyffget = 180 mV,
R bulk = 29 mQ)
Figure 19

The Characteristics of a VNEO0O3A MOSPOWER Transistor
in the Third Quadrant at ~196°C (77°K)
(Voffset = 460 mV, R bulk = 18.8 mQ)
Figure 20

The 5 V, 100 watt power supply shown schematically
in Figure 21 was constructed for operation at liquid
nitrogen temperatures. For ease of testing, only the
MOSPOWER transistors were cooled to this temper-
ature. All other components were kept at room tem-
perature above the nitrogen container. (The PWM 25
was used as the control I.C., but it was found to
stop functioning properly at liquid nitrogen temper-
atures.) The MOSPOWER transistor operated as ex-
pected at LN2 temperatures.
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A 5V, 100 W Half Bridge SMPS Using MOSPOWER Transistors
as the Switching Elements and a Synchronous Rectifiers
Figure 21

Assuming that the majority of the power dissipation
occurs in the rectifiers, the power saved by using
MOSPOWER transistors in place of junction devices
is given by

2
PSAVED = I} gap [ R bulk—=RpS(on) 1+ (4

LOAD Voffset

For a 6045 Schottky diode and the VNEOO3A the
percentage of the output power saved as a function
of I1, has been calculated at 25°C and — 196°C. The
results of these calculations are shown in Figure 22.
This figure shows that at room temperature, a MOS-
POWER transistor is a slightly more efficient rectifier
at low currents, but is less efficient as the load current
increases. However, at liquid nitrogen temperatures,
the MOSPOWER transistor is more efficient until the
load current approaches 25 amperes. As MOSPOWER
transistors optimized for low voltage operation are
introduced, the percentage of power saved will in-
crease significantly. For SMPSs operating below 5
volts or greater than 100 volts, MOSPOWER tran-
sistors are particularly attractive as the output recti-
fiers. Below 5 volts the offset of a Schottky diode
at very low temperatures results in a significant power
loss. For outputs above 100 volts, fast switching pn
diodes have a large offset voltage and a high bulk
resistance.
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a VNEOO3A MOSPOWER Transistor to Replace a 6045
Schottky Diode at —196°C and 25°C.

Figure 22




It is possible to operate the entire power converter
in LNp. The effect of low temperature operation on
the other components is discussed in Appendix 1.

ID(rms)Reduction

In a MOSFET, conduction loss (P¢) is due to RpS. It
can be expressed simply as

P¢ = ID2 (rms) RDS 5)

Notice that it is the rms value of Ip which counts.
Since Rp§ is also a function of Ip.

Pc < ID® (6)
Where o > 2. Obviously high efficiency requires that
ID (rms) be as small as possible. There are practical
ways to do this. One method is to make the averaging
inductor larger which changes the shape of I1 and I3.
Figure 23 gives examples of typical waveforms for
large and small inductors. In both examples, average
current is the same, but rms current is lower when a
larger inductor is used. If we take the ratio of the two
values and raise this ratio to the 2.5 power, the power
loss difference is almost 40%! Clearly the value of the
averaging inductor is critical.
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The Effect of Current Waveform on RMS Value
Figure 23

The rms current also depends on the topology chosen.
For example, the circuits shown in Figures 8 and 11
have a lower rms rectifier current than the circuit in
Figure 12, for the same output current. This occurs
because of the pulsating nature of the output current
in any boost derived converter.

As previously indicated, in some cases gate drive
timing may also be used to reduce ID(rms).

MOSFET-Schottky Comparison

In low voltage output power supplies, overall effi-
ciency (m) is dominated by losses in the rectifiers. The
relationship [7] between efficiency and the rectifier
forward drop (Vr) can be expressed by

1-8

1+ (VDI(Vo) @

n=

Where B is the percentage of power dissipated with
the supply excluding the rectifier losses, and Vg is the
nominal output voltage.

A graph of equation 7 is given in Figure 24, for several
values of B. The efficiency range for 2V and 5V
outputs and for Vy = 0.4V to 0.6V is also shown.
From Figure 24, it is clear that with a low output
voltage, the rectifier forward drop is a major factor in
overall efficiency regardless of other circuit losses.
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In a Schottky diode, there are other losses in addition
to forward drop. The most prominent of these losses
is reverse leakage current which can be substantial
when the junction temperature is in the range of
100°C to 150°C (the normal device operating range).
Another problem arises from the large capacitance of



these diodes. Losses due to charging and discharging
this capacitance are relatively small, but in high
frequency (> 100kHz) inverters where the primary
switches may have transition times of 20nsec or less,
large current spikes may be generated. These spikes
may increase dissipation and peak power stress in the
primary switches.

In a MOSFET, reverse leakage current is significant
and capacitance may be as much as an order of
magnitude lower. This reduction is a significant im-
provement particularly for high frequency conver-
sion. Given the very fast transition times possible with
a MOSFET, they should be usable as synchronous
rectifiers at frequencies up to 1 MHz in switch mode
converters, and at even higher frequencies in resonant
converters.

The power lost (Ps) in a Schottky diode is expressed
as

Ps = 121 (rms)RB + IL Vos + P1 (®)

where: IJ, = average output current
IzL(rms) =RMS diode current
RB = diode bulk resistance
Vos = diode offset voltage
P1 = loses due to leakage

The power lost in the MOSFET (P)M) is expressed as
PM = I2L(rms)RDS(on) ©)

where the switching loss is assumed negligible. To
determine which device is superior in a particular
application, take the difference between equations 8
and 9. The result in terms of power saved when a
MOSFET is used may be expressed as

Psaved = 12L(rms) (RB — RDS)

+ IL Vos + P1 (10)
A graph of equation 10 can be used to determine
which device is more efficient. If Psayed is positive,
then the MOSFET has the edge; if however, Psaved is
negative, then the Schottky is better. A graph of
equation 10, using typical values for RB and Vg and
arange of values for RDS, is shown in Figure 25. This
graph makes clear where each device is superior and
shows the critical role played by RDS.

There are additional factors not taken into account by
the graph. As rectifier efficiency is changed, the RMS
currents in the transformer windings, the primary
switches and the filter capacitors will change. Most
of these losses are Iz(rms) dependent, and as rectifier
efficiency is improved, the value for B will also
improve significantly. Relating this to Figure 25, the
zero crossing points will not change, but the degree
of improvement in the areas where each device is
superior will be enhanced.
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The temperature effect on RDS, Rp, and Vog and
P1 is also not included. RpSg and RB increase with
temperature as does P1, and Vpg increases as Tj is
reduced. Consequently as Tj is reduced, Psaved
increasingly favors the MOSFET. Consider this be-
havior when comparing devices.

Putting a Price on Efficiency

To this point, we have been emphasizing efficiency.
For many applications, the decision on the device
selection is based on the following economic
considerations.

1. Direct device cost.
2. Power converter selling price.

3. Life cycle cost of the system converter.

On a device-to-device basis, MOSFETS have histori-
cally not looked very promising due to high prices and
high RpS. However, prices have drastically de-
creased, and further reductions are expected. Manu-
facturers now know how to build very low Rpg§
devices, so the cost gap between MOSFETs and
Schottkies will be much narrower in the future.

A more useful comparison is the manufacturing cost
of a power supply using each type of device. In this
context, the improved efficiency possible with MOS-
FETs becomes important. With higher rectification
efficiency, less cooling is required. This efficiency
translates into either smaller heat sinks or (in higher
power units) the elimination of a cooling fan. The
lower circuit currents due to the higher efficiency also
allows cost and size reduction in switches, filter
capacitors, and magnetics. The net result is an overall
cost reduction.

For telephone companies and large computer manu-
facturers, a third level of comparison (life cycle cost)
becomes important. For these types of users, im-




proved efficiency translates into lower utility bills for
both the direct load power and the power used to cool
the equipment. Reduction in air conditioning loads
reduces overall operating costs as well as the capital
invested in the cooling equipment. In such systems, a
higher initial cost for power conversion equipment is
acceptable when improved efficiency reduces operat-
ing cost proportionately.

Clearly there are several ways to compare costs
between Schottkies and MOSFETs as rectifiers. The
best comparison method depends on the particular
application, but a direct device-to-device comparison
is rarely useful.

Conclusion

Changes in pricing and lower RD§ make the MOS-
FET competitive with Schottky diodes in low voltage
rectification applications. To gain the most advantage
from using MOSFETs as synchronous rectifiers, the
user should carefully consider circuit implementation
and overall economic issues. A simple substitution of
one device for another is definitely not the key to
success.
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Appendix 1. Operation of Other Power
Converter Components at Low Temperature

The Electrical Behavior of Semiconductor Devices

The behavior of semiconductor devices such as diodes
and transistors and of monolithic integrated circuits
made up of these and other components varies greatly
with temperature. A basic understanding of the effects
of temperature may be gained by examining the var-
iations of three key semiconductor parameters with
temperature. These three parameters are:

(1) Carrier mobility: The ease with which conduction
electrons and holes move through the semicon-
ductor crystal varies greatly with temperature.
The mobility depends on the total number of
impurities and the effect of crystal lattice vibra-
tions on carrier movement. As the temperature
of silicon is lowered from room temperature, car-
rier mobility increases as shown in Figure 26.
The carrier mobility peaks between 100°K and
200°K, depending on doping concentration, but
is typically a factor of 2 or 3 above room tem-
perature mobility.

The number of dopant atoms ionized: As the
temperature is reduced, the percentage of dopant
atoms that remain ionized (and hence contribute
to the conduction process) begins to decrease
when KT approaches the ionization energy of the
dopant atoms. For common dopant atoms in sil-
icon, the temperature at which dopant ‘‘freeze-
out” begins is approximately 125°K, as seen in
Figure 27.

Minority carrier lifetime: The relative position of
the Fermi level and centers that control the re-
combination rate of carriers varies significantly
with temperature. As the temperature is reduced,
the probability that a trapping center will capture
both a hole and a conduction electron increases,
and minority lifetime therefore decreases.
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The Effect of Temperature on the Mobility of Holes in Silicon [6]
Figure 26
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1000] 300 200 T1(o? 75 50 POWER transistor at 25°C, while Figure 29 shows

T T | the voltage drop of the same diode at —196°C. The
No':)“ cm’® photographs show that the bulk resistance (R bulk)
PE* Eg of this diode is approximately the same at both tem-
peratures, but that the offset voltage (Voffset) in-
creases by a factor of two from .66 volts to 1.33
volts. This behavior results from the freeze-out of
SATURATION RANGE donor and acceptor atoms. As the temperature is fur-
FREEZE-QUT ther decreased, this offset will increase until the diode

stops functioning altogether.
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Schottky Barrier Diodes

ELECTRON DENSITY n (cm=-3)

Reducing the operating temperature of a Schottky

barrier diode from 25°C to — 196°C increases its for-

4 8 12 16 20 ward voltage drop as shown in Figure 30 and 31. It

1000/ T (K can be seen from the photographs that the offset

voltage increases by about a factor of two while the

Conduction Eleqtron Concentration in a Silicon Substrate bulk resistance decreases. The decrease in bulk resis-

Doped with 1°15F?;’J‘,Z’£‘°ms per cm3 (7] tance is the result of an increase in carrier mobility

at the lower temperature. However, the forward volt-

age drop at any current level increases as the tem-
perature is reduced.
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pn Junction Diodes

The reduction in temperature increases the forward
voltage drop of a pn junction diode as seen in Figures
28 and 29. Figure 28 shows the forward voltage drop
of the body-to-drain diode of a VNEO003A MOS-

The Current vs. Voltage Characteristics of a 6045 Schottky
Barrier Diode at 25°C (Voffset = -34 V, R bulk = 10 mQ)
Figure 30

The Current vs Voltage Characteristics of the Body-to-Drain
Diode of a VNEOO3A MOSPOWER Transistor at 25°C
(Voffset = -66 V, R bulk = 43.5 mQ)

Figure 28

The Current vs. Voltage Characteristics of a 6045 Schottky
Barrier Diode at —196°C (77°K) (Voffset = -61 V,
R bulk = 7 mQ)

Figure 31
Bipolar Transistors
The Current vs. Voltage Characteristics of the Body-to-Drain Bipol -ansistor: iniecti '
Diode of a VNEOO3A MOSPOWER Transistor at —196°C (77°K) ipolar  trans} ; °per€te through the gl]ectlo; l(:f
(Vottset = 1.33 V, R bulk = 45.5 mQ) minority carriers from the emitter region through the
Figure 29 base region to the collector region. The current gain



of a bipolar transistor depends upon both the injection
efficiency of the emitter-base junction and the lifetime
of the injected carriers as the flow across the base
region. Both of these phenomena grow less efficient
as the temperature is lowered, so the performance of
a bipolar transistor should decrease as it cools.

This predicted performance is verified by Figure 32
and 33. The two figures show the electrical perform-
ance of a 2N6579 bipolar transistor at 25°C and at
—196°C. The significant decrease in hFg and the
accompanying increase in VCE(SAT) are evident.

The Current vs. Voltage Characteristics of a 2N6597 Bipolar
Transistor at 25°C (hgg = 7)
Figure 32

The Current vs. Voltage Characteristics of a 2N6597 Bipolar
Transistor at —196°C (77°K) (hgg = .9)
Figure 33

Other Electrical Characteristics

Two parameters, device leakage and breakdown volt-
age, vary in a similar fashion for all of the devices
discussed above. Device leakage decreases as the
temperature is reduced, since this current is thermally
generated. This current is an exponential function of
the temperature. The breakdown voltage also de-
creases as the temperature decreases though not nearly
as rapidly. The breakdown voltage decreases only a
few percent per 100°C.

Integrated Circuits

Both bipolar and MOS monolithic integrated circuits
are made up of transistors, resistors, diodes, and ca-
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pacitors fabricated in the silicon substrate. The be-
havior of diodes and transistors over temperature has
been discussed, but not that of integrated resistors
and capacitors. Diffused resistors decrease in absolute
value with temperature, though the temperature coef-
ficient varies with dopant concentration. The change
of diode, resistor and transistor characteristics does
not track with temperature; integrated circuits specified
for the commercial or military temperature range op-
erate poorly as the temperature decreases, finally fail-
ing to function as designed. The temperature at which
an I.C. ceases to function and whether the failure is
recoverable upon reheating or not, is circuit
dependent.

Design of integrated circuits to operate at very low
temperatures is possible; however, the performance
of bipolar transistors at reduced temperatures makes
them less attractive than MOS transistors for I.C.
design. Table 2 shows that n-channel and p-channel
MOS transistors operate to liquid helium temperatures
(4.2°K). The relative stability of their threshold volt-
age and predictable increase in gp, allow optimization
of the device geometries for low temperature
operation.

Table 2
The Characteristics of Various MOS Transistors Over
Temperature [5]

Vth

TYPE TK B (Volts)
SD1011 293 3408 3.18
Lateral 77 7776 4.33
DMOS n-channel 4.2 - ——
2N6661 293 3362 1.16
V-groove 77 7442 2.54
DMOS n-channel 4.2 2783 1.82
IRD1101 293 3678 2.65
Vertical 77 7938 391
DMOS n-channel 4.2 8712 4.17
IRD9120 293 3698 -3.16
Vertical 77 6498 —3.83
DMOS p-channel 4.2 5408 —4.1
MO405 293 42 1.1
Metal Gate 77 128 1.7
NMOS 4.2 149 1.4
MO405 293 35 -0.7
Metal Gate 77 169 -1.1
PMOS 4.2 149 —-1.8
CD4007 293 752 22
CMOS 77 576 2.7
Metal Gate 4.2 171 2.2
n-channel
CD4007 293 907 -1.3
CMOSs 77 1290 -1.4
Metal Gate 4.2 984 —-2.0
p-channel
VN30A 293 1048 0.4
V-groove 77 8712 2.4
n-channel 4.2 9248 1.3




Thermal Characteristics and Safe Operating
Area of Components

The ability of electronic components to dissipate heat
at very low temperatures is considerably enhanced.
The power dissipation of a component is determined
by the thermal characteristics of the device multiplied
by the temperature difference between the power dis-
sipating region of the component, and its ambient
temperature. Operation of circuits or systems at liquid
nitrogen or liquid helium temperatures multiplies the
power dissipation capability of a typical device by a
factor of 3 to 6. An effect that considerably enhances
the power dissipation of silicon devices is its signifi-
cant increase in thermal conductivity at low temper-
ature. As seen in Figure 34, the thermal conductivity
of silicon increases a factor of 10 between room
temperature and liquid nitrogen temperature. Other
materials including copper show an increase in thermal
conductivity over this temperature range as well.
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The Thermal Conductivity of Silicon Over Temperature [8]
Figure 34

The safe operating area of a typical bipolar or MOS-
POWER transistor must be modified when the tran-
sistor is operated at very low temperatures. A
comparison of the SOA of a bipolar and a MOS-
POWER transistor is shown in Figure 35. The sec-
ondary breakdown characteristics of a bipolar
transistor do not allow its operation at full current
and voltage regardless of the power handling capa-
bility of the package. A MOSPOWER transistor with
its absence of secondary breakdown may operate at
full current and voltage with adequate power dissi-
pation. The limit set by the breakdown voltage is
still present, but as discussed earlier, is reduced with
decreasing temperature. The current limit set by the

bond wire size increases because the conductivity of
aluminum—the common lead wire material—in-
creases with decreasing temperature as shown by Fig-
ure 43.

Chip/Bondwire Limitation on Current

Package Dissipation
Limitation

Chip Limitation

on Voltage
Safe Operating Area

Increase in MOSFET SOA
Performance Over Bipolar
Transistors — due to No
Thermally laduced
Secondary Breakdown

Drain Current Ip (Amps)

Drain-source Voltage, VDS (Volits) ——=

The Safe Operating Area of a Typical Bipolar and
MOSPOWER Transistor
Figure 35

Component Reliability

The mechanisms that lead to the failure of semicon-
ductor devices are characterized as having a rate of
change determined by the Arrhenius equation:

R= A e “EAKT an
where

R = specific rate of change

A = constant determined by the component

EA = the activation energy (eV)

K = Boltzmann’s constant

T = temperature in degrees Kelvin
Activation energies for failure mechanisms in semi-

conductors have been found to range between .3 and
1.1 eV. Reduction of the operating temperature to
liquid nitrogen or liquid helium levels significantly
increases device lifetime when it is limited by ther-
mally activated mechanisms.

Nature is unlikely to be too kind to the designer of
a power conversion system for operation at very low
temperatures. Reducing the operating temperature is
likely to increase mechanical stress caused by differ-
ential expansion rates with temperature, causing a
new class of failures.

The Behavior of Passive Components at Very Low
Temperatures

The performance of each of the passive component
types used in the design of an SMPS changes in its
own fashion as the temperature is lowered. In this
section, the behavior of passive devices is discussed
and related to the underlying physical mechanism.



Magnetic Components

A typical power converter uses magnetic components
such as inductors and transformers. To successfully
design a low temperature converter the designer must
know ‘the characteristics of the core, winding, and
structural materials.

Theory predicts that in a ferromagnetic material, as
the temperature is reduced, Bpax will increase and
in _practice this is exactly what-happens. As shown
in Figure 36, as the temperature is reduced Bmax
increases, rapidly at first and then leveling off as T
approaches 0°K. For example, reducing the temper-
ature of a 50% Ni-Fe core from + 100°C to —200°C
increases Byax by 18%.
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Typical Variation of Flux Density (By,) with Temperature [3]
Figure 36

Theory also predicts that the core losses will increase
as T is reduced. This is due to increased conductivity
of the core material and increased hysteresis losses.
Again, theory and practice agree. However, the
amount of increase in loss varies greatly from one
material to another, as shown in Figures 37 through
42. In a ferrite material such as TDK H5B2 (Figures
37 and 38) the core loss increases dramatically. On
the other hand, in the 80% Ni-Fe material (Figures 41
and 42) the increase in core loss is barely discernible.

Copper or aluminum is usually used for the winding
material. As shown in Figure 43, both materials have
a large positive temperature coefficient, resulting in
greatly reduced resistance at low temperatures. The
resistance of copper, for example, drops by a factor
of 13 between +100°C and —200°C. This increase
in conductivity can be used to reduce the winding
resistance and subsequent losses. One point should
be kept in mind, however, for AC currents the skin
depth varies as the square root of the resistivity. In
a high frequency converter, as the resistivity of the
windings is lowered, less of the material is conduct-
ing. Thus, the effective winding resistance does not
drop as rapidly as the resistivity of the winding
material.
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Core Losses of TDK H5B2 at 25°C
Figure 37

Core Losses of TDK H5B2 at —196°C (77°K)
Figure 38
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Core Losses of .5 mil Supermalloy at 25°C
Figure 39

N

/

\¥ I e

Core Losses of .5 mil Supermalloy at —196°C (77°K)
Figure 40
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Core Losses of .5 mil 80% Ni-Fe at 25°C
Figure 41
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Core Losses of .5 mil 80% Ni-Fe at —196°C (77°K)
Figure 42
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Resistivity of Copper, Aluminum, and Iron as a Function of
Temperature [4]
Figure 43

For high voltage applications, the properties of the
insulating material become critical. The net effect of
low temperatures is to improve the electrical properties
of the insulation, at the expense of the mechanical
properties. The effect of temperature on the dielectric
strength of .001" type H Kapton film is shown in
Figure 44. We see that by reducing the temperature
from + 100°C to —200°C the dielectric strength almost
doubles, a most desirable result. In a practical ap-
plication, the usable voltage rating of an insulator is
as much a function of its resistance to corona-induced
deterioration as it is of dielectric strength. An indi-
cation of how strong a function of temperature the
life of an insulating film is, can be seen from Figure
45. While the available data is certainly incomplete,

it appears that by lowering the operating temperature
from + 100°C to —200°C, the insulation voltage stress
may be increased by a factor of 2 to 5 for the same
life in many film insulators.
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The Effect of Temperature on the Life of 1 mil Kapton H [2]
Figure 45

The principal problem in magnetic components caused
by lowering the operating temperature is increased
brittleness in the materials. In particular the plastic
bobbins and some insulating films can become very
brittle at low temperatures. A large temperature range
can also bring about problems due to the different
coefficients of expansion of the various materials in
the magnetic structure. These mechanical problems
can, however, be overcome by careful design, han-
dling, and mounting.

Given appropriate materials, low temperature mag-
netic operation is advantageous, since it allows lower
losses and small size to be achieved.




Capacitors

Many types of capacitors are used in power convert-
ers; some of these are usable at low temperatures and
others are not. The temperature characteristics of sev-
eral types of capacitors are shown in Table 3. The
film and mica capacitors are very good, showing
only small drops in capacitance. More surprising is
the relatively good behavior of the solid tantalum
types, some of which hold up very well even at
4.2°K! The wet tantalums are not usable at low tem-
peratures due to large capacitance changes and very
high ESR values. Very little information is available
concerning the ESR of film capacitors at low tem-
peratures, but we do know that the dissipation factor
goes up somewhat, and that the resistivity of the foil
or metalization goes down. For high current filtering
applications the ESR is dominated by the metalization
resistance, so that lower temperatures should result
in a lower ESR. The lower ESR, coupled with the
increased thermal conductivity of the capacitor body,
should mean that the current rating of a film capacitor
is much greater at lower temperatures. Unfortunately
this is only an educated guess at the time.

TYPE MANF Value (uF) % Change fr. 300°K
300°K 77°K 4.2°K 77°K 4.2°K

Ceramic Corning 1.036 | 0457 0387 -559 | —635
1.001 0451 0374 -549 —62.6

Mica Elmenco 1002 0997 09390 - 05 - 12
0997 0993 0990 - 04 - 07

Film S&EI 9923 9 452 0309 - 48 - 62
(polysulfone) 9.955 | 9,552 9444 - 41 - 51
Film S&EI 1195 1126 1115 - 58 -67
(polysulfone) 1246 1176 1161 - 58 - 68
Film S&EI 1017 1012 1009 - 05 - 08
(polysulfone) 1099 { 1035 1027 - 58 —- 65
Film S&EI 1221 1166 1155 — 45 — 54
(polycarbonate] 1233 1170 1158 - 51 - 61
Tantalum Kemet 1045 0973 0936 - 69 —-104
0998 0909 0854 -89 —144

Table 3

The Change in Capacitor Values Over Temperature [5]

Value (Ohms) % Change fr. 300°K

TYPE MANF
300° K 77°K 42°K 77°K 4 2°K
Thick Corning 09995 10231 1295 +23 +296
film Lecet 1004 10459 | 1713 +46 +712
0999 10403 1927 +40 +927
Bulk Vishay 9996 9974 9972 -02 -02
metal 99087 99768 99871 -02 - 01
Metal Corning 1.0007 10008 10248 +01 +24
film NC55 10015 10131 10361 +11 + 35
10003 [ 1.0098 [ 10283 +10 +28
Metal Fit 09973 10031 10161 +06 +19
film spares 26077 | 26173 | 26489 +04 +16
09989 | 10039 | 10217 +05 +23

Table 4
The Change in Resistor Val Over Temperature
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An important benefit of low temperature operation in
film capacitors is the improvement in voltage capa-
bility of the insulating film, as outlined in the mag-
netics discussion. From an energy storage point of
view, low temperature operation is a big plus, since
U = CV2 and the voltage capability is improved. A
factor of 5 increase in V, increases U by 25 times.
This is very attractive in those applications, such as
pulsed loads, when large amounts of energy must be
stored.

Resistors

While resistors are not used in the power conversion
process, they are needed for the control functions.
Many types of resistors exist and are readily available.
The only type nor suitable for low temperature op-
eration is the ubiquitous carbon composition resistor.
Besides having a large temperature coefficient, the
resistance values display considerable hysteresis dur-
ing temperature cycling. Table 4 s