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About This Course






INTRODUCTION

The VMS System and Network Management Il course is designed to give system managers of
VMS systems and networks additional information about how to manage a computer running
the VMS operating system.

This student workbook is divided into a number of chapters, each designed to cover a
well-organized topic, or group of topics. Most chapters include figures, tables, and examples
to enable students to better understand the material. Two separate exercise chapters (one for
written exercises and one for laboratory exercises) can be found at the back of this workbook
to allow students to test their VMS system and network management skills.

This section (“About This Course”) describes the contents of the course and suggests ways to
use its materials most effectively. The following topics are discussed here:

« Course Overview

* Intended Audience

*  Prerequisites

+ Course Goals

» Course Nongoals

+  Course Organization
+ Course Map

* Resources

« Course Conventions
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COURSE OVERVIEW

This task-oriented course continues the system management training presented in VMS System
and Network Management |. It prepares the participant to perform and automate daily system
management tasks in an existing VMS or VAXcluster system and network environment. This
course provides students with the information and guided practice they need to perform the
tasks required of system managers in an operational environment, such as maintaining disks
and queues, performing full and incremental backups, and installing layered products. Coverage
of the use of command procedures to automate repetitive tasks is included. The course also
introduces the strategies and methods used to secure a VMS environment as well as the tools
for monitoring system activity.

Each chapter builds on the topics covered in the VMS System and Network Management |
course and also on the individual student’s system and network management experience.

The VMS System and Network Management Il course covers:
*+ Managing Disks

» Using Logical Name Tables

*  Queue Management

+ Performing Backups and Restores

* Introduction to System Customization
» Layered Product Installation

* Reporting on User Activity

« Maintaining System Security

+  System Monitoring

» Managing a Network Node

»  Developing Command Procedures
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INTENDED AUDIENCE

This course is for system managers who require basic system, cluster, and network management
skills. These system managers have taken VMS System and Network Management | or have

similar knowledge and experience, and are ready to learn how to perform the full complement

of daily system management and operations tasks.

The course assumes that the students are to manage systems that have already been installed
and customized, and that on returning to their sites, each student has access to at least one
experienced system manager who can perform system customization and provide support.

PREREQUISITES

Before taking this course, the system manager should be able to:
« Perform basic user tasks on a VMS system, including:
— Logging in and out
— Sending mail messages to other users
— Editing a text file with a text editor
« Manage system users, which requires:
— Maintaining the user authorization file and volume quota files
— Creating user file directories (UFDs)
— Controlling user processes
* Manage system resources, which requires:
— Mounting and dismounting disk and tape volumes
— Setting device characteristics
— Starting and stopping print and batch queues
— Performing full backup and restore on a disk volume

— Starting up and shutting down a system using the default startup procedure

These prerequisites can be satisfied by taking the VMS System and Network Management |
course or obtained through experience operating or managing a VMS system.
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COURSE GOALS

To perform daily system management, the system manager should be able to:

Manage queues, disks and tapes, and terminals

Perform all types of backup and restore operations
Describe the functions of the system startup and login files
Use AUTOGEN and SYSMAN to set system parameters
Install VMS layered products and updates

Use Accounting to collect process information

Describe general system security mechanisms

Monitor the system for certain behavioral problems
Describe general tasks for managing a network node

Write and use command procedures to automate system management tasks

NONGOALS

VMS System and Network Management Il does not cover the following topics:

Basic use of a VMS system (covered in VMS System and Network Management )
System installation, including VMS operating system installation, adding nodes to a
VAXcluster system, or adding nodes to a network (covered in VMS System and Network
Management )

System customization, including customizing boot procedures (covered in VMS System
and Network Management lll)

System performance management and tuning (introduced in VMS System and Network
Management Il and taught in VMS System Performance Management)

Details of system security features (taught in VMS System Security Features)

System troubleshooting
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COURSE ORGANIZATION

This course is organized into a series of chapters. Each chapter has its own learning objectives
and covers a single topic or group of closely related topics. Each chapter consists of:

An introduction, which describes the purpose of the chapter, provides motivation for
mastering its objectives, and outlines its contents.

One or more objectives, which identify the skills taught in the chapter. Obijectives are
designed to focus your study efforts on a selected number of skills.

The chapter text, which consists of:
— Descriptive text organized in a list format

— lllustrations, which clarify the relationships among various elements of a VMS system,
or summarize steps of a particular process or command

— Examples containing sample listings from actual interactive sessions on a VMS system

A chapter summary that reviews important concepts and skills taught in the chapter

Written and laboratory exercises are also provided with this course. These exercises help
students to review and practice the skills learned during the lecture session.
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COURSE MAP
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RESOURCES

The books and manuals listed here should be available for your reference in the classroom or
in the laboratory.

Guide to DECnet-VAX Networking

Guide to Maintaining a VMS System

Guide to Setting Up a VMS System

Guide to Using VMS

Guide to Using VMS Command Procedures
Guide to VMS File Applications

Guide to VMS Files and Devices

Guide to VMS Performance Management
Guide to VMS System Security

Introduction to VMS System Management
VAX Systems and DECsystems Systems and Options Catalog
VMS Accounting Utility Manual

VMS Analyze/Disk_Structure Utility Manual
VMS Audit Analysis Utility Manual

VMS Authorize Utility Manual

VMS Backup Utility Manual

VMS DCL Concepts Manual

VMS DCL Dictionary

VMS Install Utility Manual

VMS Guide to Disk and Magnetic Tape Operations
VMS Installation and Operations guides

VMS License Management Utility Manual
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«  VMS Monitor Utility Manual

*  VMS Network Control Prégram Manual

*  VMS Networking Manual

* VMS Release Notes

«  VMS Show Cluster Utility Manual

«  VMS System Generation Utility Manual

*  VMS System Manager’'s Manual

«  VMS System Messages and Recovery Procedures Reference Manual
«  VMS SYSMAN Utility Manual

*  VMS User’s Manual

. VMS VAXcluster Manual
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COURSE CONVENTIONS

Table 1 describes the conventions used in the listings and command tables of the student

workbook.

Table 1 Course Conventions

Convention Meaning

CTRL/X Press and hold the key labeled CTRL while you press another key (X).
Many control keys have special meanings.

UPPERCASE In commands, uppercase characters indicate words you type exactly as
they appear. For example, you would type the following commands as
they appear:
$ DIRECTORY
$ TYPE LOGIN.COM

lowercase Lowercase characters represent elements that you must replace according
to the description in the text. For example, you must follow certain rules
when you replace “file-spec” in the following example:
$ TYPE file-spec

Ellipsis Horizontal ellipses indicate that you can enter additional parameters,

(...) values, or information. For example, you can enter any number of file
specifications in the following example:
$ TYPE file-spec, . . .

Vertical series of periods or ellipses mean that not all of the data that the
system would display in response to the particular command is shown, or
that not all the data a user would enter is shown.
$ TYPE MYFILE.DAT
$
Square Square brackets indicate that the enclosed item is optional. (Square
Brackets brackets are not optional, however, in the syntax of some file

([0

Quotation Marks
and Apostrophes

specifications.) For example, the logical name is optional in the following
command:

$ MOUNT/FOREIGN $TAPE1l
Braces indicate that you must select from the included items.

The term quotation marks refers to double quotation marks ("). The term
apostrophe refers to a single quotation mark (’).
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Managing Disks






INTRODUCTION

This chapter presents the basic concepts of disk management. Among the topics covered are:

The conventions used for VMS device names
The conventions used for VMS device names in a VAXcluster system
How to modify characteristics of disk files

How to use disk quotas to control disk space allocation
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OBJECTIVES

To describe the tasks and responsibilities for maintaining disks, a system and network manager
should be able to:

» Identify devices by name in a VAXcluster system

« Mount devices in a VAXcluster system

+ Use VMS SHOW command to obtain information on system disk devices
« Create a volume set

* Modify several important file characteristics

» Use disk quotas to control the allocation of disk space to users

RESOURCES

*  VMS DCL Dictionary
*  VMS System Manager’s Manual
»  Q@Guide to Setting Up a VMS System

+  @Guide to Maintaining a VMS System
TOPICS

* Review of VMS device names

» Device names in a VAXcluster system

+ Using SHOW DEVICE to obtain information about disk volumes
+ Creating volume sets

»  Setting file characteristics

* Using disk quotas to manage disk space usage

1-4 Managing Disks



REVIEW OF VMS DEVICE NAMES

Every device has a unique name in the format: ddcu
dd A two-letter device code

c A one-letter code that specifies the hardware controliler for the device.
(Controllers provide the interface between the bus and the device, or between
two buses.)

u The device unit number

The device code specifies the device type.
The hardware controller number:

« ldentifies the device controller

« Is represented by a letter from A to Z

* |s assigned by the system

The unit number:
* Indicates the position of the device on the controller
» Can be changed by:

— Setting a button or switch on the device

— Installing a unit plug on the device

Table 1—-1 lists some common two-letter device codes.

Table 1-1 Some Common Device Codes

Code Device

CS Console storage device

DU RA80 or RA81 disk drive

MU TK70 tape drive

LT Terminal connected by means of a terminal server
For example:

« CSA1 = Console Storage, Controller A, Device 1

+ LTA251 = Local Area Transport, Controlier A, Device 251
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DEVICE NAMES IN A VAXcluster SYSTEM

Figure 1—1 shows a sample cluster with allocation classes assigned to nodes. It also shows

the device name of each disk and tape drive.

Figure 1-1 Disk and Tape Device Names in a VAXcluster System Using Allocation

Classes
I_DISK ALLOCATION CLASS=2 _l
/—-\
D $2$DUAD
LION$DUAO: x 8
/‘"\
BEAR HORSE
LION | |TIGER| e
|_ \ ) $2$DUAT: __|
Ethernet
»
—| BARNUM I I RNGLNG I I BAILEY
$1$DUA2: $1$DUAS:
DISK ALLOCATION CLASS=1
I—TAPE ALLOCATION CLASS=5 -_l

STAR
COUPLER

$18DUAO:

HIWIRE

B

$1$DUA1:

B

3

N

$58MUAOQ:

SRR
LT I LR
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MSCP Server

The mass storage control protocol (MSCP) server allows disks connected locally to a VAX
processor or to an intelligent, MSCP compliant controller to be shared cluster-wide.

» These disks include:
— Disks local to Cl members
— Disks on boot servers, and disk servers anywhere in the cluster
— Disks on disk servers anywhere in the cluster, including satellites

— HSC disks in mixed-interconnect clusters (when the MSCP server is running on one of
the Cl nodes)

— Integrated storage element (ISE) disks connected to a DSSI (Digital standard storage
interconnect) in a mixed-interconnect cluster

» The MSCP server decodes and services MSCP /O requests sent by the disk class driver
on remote cluster nodes.

— Once a device is MSCP served, any processor in the cluster can mount the device and
access it as if it were a local device.

Tape MSCP Server

The tape MSCP server peforms a similar function for tape drives.

» Once a tape device is MSCP served, any processor in the cluster can mount and access it
as if it were a local device.

« Like a local tape drive, an MSCP served tape drive can be used by only one process at a
time.
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Device Name Formats
‘Two formats afe used in nami.ng devices:
+ node$device
— Used for devices that are directly connected to only one node.
— Zero is the default value for the ALLOCLASS SYSGEN parameter, forcing this format.
+ $allocation-class$device

— Allocation class is a parameter set on a node that serves disks (an HSC or ISE
controller or a VAX node running the MSCP server).

— Zero is the default.

— Setting the ALLOCLASS parameter to non-zero (1-255) enables this format for device
names.

— Used for dual-pathed (including dual-ported and dual-hosted) devices, to provide a
single name for the device.

— For any disk or tape device, all nodes that serve it to the cluster must have the same
allocation class.

» No two devices in a cluster can have the same name.
For example, if both BARNUM and BAILEY have allocation class 1:

— You may not connect a drive named DUAOQ to each node because there would then be
two devices named $1$DUAO.

— To avoid this problem, change the unit number of one of the drives.
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When a device is on a local node:
* You can use its traditional name (for example, TXA2).
= You can prefix its name with the node name (for example, BARNUMS$TXA2).

« Each disk must have a unique volume label.

Use node$device to refer to devices on other nodes when specifying:
« A terminal on another node to OPCOM

« A printer on another node to the job controller
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MOUNTING VOLUMES

To mount disk volumes in a common-environment VAXcluster system for the highest availability:
« Make local devices available cluster-wide through the MSCP server.

+  Mount HSC based disks on all Cl members using the MOUNT/SYSTEM command.

*  Mount DSSI based ISEs on all DSSI members using the MOUNT/SYSTEM command.

+  Mount MSCP served HSC, DSSI, and local disks on any or all nodes.

— The command MOUNT/CLUSTER mounts a disk volume on all nodes currently in the
cluster.

— A node that joins the cluster later must explicitly mount the volume.

+  So that all volumes remain mounted cluster-wide, the startup command procedure should:
— Mount all local MSCP served disks with the MOUNT/CLUSTER command
— Mount all remote disks with the MOUNT or MOUNT/CLUSTER command

Proper Dismount of Disks on Shutdown

Building a VAXcluster system should include setting up SYS$MANAGER:SYSHUTDWN.COM.
When you shut down a system:

+ DISMOUNT/CLUSTER each MSCP served disk on the system that is not dual-ported.

— Disks that are not dismounted undergo mount verification on other systems that have
them mounted.

— All processes with outstanding 1/0O to these disks hang.

— If mount verification times out, the other systems must dismount and remount the
disks.

+ Dismount disks in the site-specific shutdown procedure
SYS$SMANAGER:SYSHUTDWN.COM

— For example, on HORSE:

$ DISMOUNT/CLUSTER/ABORT $2S$DUAO:

— /ABORT forces a disk to be dismounted even if it has open user files. This does not
work if the open files are paging or swapping files, or if the disk is a system disk.

1-10 Managing Disks



Rebuilding Incorrectly Dismounted Disks

Free space and storage allocation inconsistencies caused by incorrect dismounting of the
system disk (for example, if there is a system failure) are fixed by rebuilding the disk.

Rebuilding takes place automatically uniess you use the MOUNT/NOREBUILD command
to mount the disk.

You should use MOUNT/NOREBUILD in the startup command procedure to mount each
disk in a VAXcluster system.

— Otherwise, processes using the disk hang until the rebuild completes.

If the system disk is rebuilt at startup time, and the system disk is also being served by the
MSCP server, the cluster can hang indefinitely.

— To prevent this situation, on any system that serves a system disk or that boots
from a served system disk you must use AUTOGEN to set the SYSGEN parameter
ACP_REBLDSYSD to 0.

— ACP_REBLDSYSD defaults to 0 for satellites; you must set it for boot servers.

Rebuild disks at a more convenient time (such as in a batch job at an off-hour).

$ SET VOLUME/REBUILD SYS$SYSDEVICE
$ SET VOLUME/REBUILD $1$DUAl:

— If the disk does not need to be rebuilt, this command has no effect.

There is no risk to data integrity by not rebuilding a disk at startup time. The worst
consequence is that some free space is not available until the disk is rebuilt.
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USING SHOW DEVICE TO OBTAIN INFORMATION
ABOUT DISK VOLUMES |

+ SHOW DEVICE

— Lists devices on the system

« SHOW DEVICE/FULL

— Shows the complete status of a device

— Useful for determining the configuration of disks in a cluster

+ SHOW DEVICE/FILES

— Lists the files that are currently open

— This command lists files opened only on this node

« SHOW DEVICE D

— To see a list of only disk devices:

$ SHOW DEVICE D

Device

Name

LIONSDUAO:

$1SDUAO: (CLOWN)
$1SDUAL: (HIWIRE)
$1SDUA2: (BARNUM)
$15DUA3: (BAILEY)
$2SDUAO: (BEAR)
$2SDUAL: (BEAR)
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Status

Mounted
Mounted
Mounted
Mounted
Mounted
Mounted
Mounted

Error
Count

[eNeNoNeoNeNe

Volume
Label

(remote mount)
THREERING
TIGHTROPE
FLYING
TRAPEZE
ELEPHANT
BALLERINA

Free

195039
223851
261060
174615
195039
223851

Trans Mnt
Blocks Count Cnt

417

1
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Example 1-1 SHOW DEVICE/FULL for a Locally Connected Disk

$ SHOW DEVICE/FULL $1$DUA2

Disk $1$DUA2: (BARNUM), device type RA81,° is online, mounted,
gfile—oriented device,
shareable, served to cluster via MSCP Server, error logging is enabled.

Error count ([ 7) Operations completed 5989

Owner process " Owner UIC [1,1]@
Owner process 1D 00000000 Dev Prot S:RWED,O:RWED,G:RWED,W:RWED@
Reference count 1 Default buffer size 512

Total blocks 891072@ Ssectors per track 51

Total cylinders 1248 Tracks per cylinder 8

Allocation class 1

Volume label "FLYING" Relative volume number 0

Cluster size I Transaction count 93

Free blocks 8069@ Maximum files allowed 222768

Extend quantity 5 Mount count 7

Mount status System Cache name " $1SDUAO:XQPCACHE"

Extent cache size 64 Maximum blocks in extent cache 2088

File ID cache size 64 Blocks currently in extent cache 0

Quota cache size 30 Maximum buffers in FCP cache 129

Volume status: subject to mount verification, file high-water marking, write-
through caching enabled.

Volume is also mounted on RNGLNG, BAILEY, LION, HORSE, BEAR, TIGER.Q

This example answers questions including the following: )
# allpcete S %Foa&f%

What type of disk is it? o A A
" B W . L2
Is it mounted on the local system? Dome oy ot indie

L,
Is it mounted on any other system in the cluster?

How big is it? (in 512-byte blocks)
How many blocks are free?

What is the owner UIC and volume protection?

© ©6 6 6 ® ©0 ©

Has it generated any hardware errors since the system was started up?
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Example 1-2 SHOW DEVICE/FULL for a Remote Disk

$ SHOW DEVICE/FULL $1$DUA2

Disk $1$DUA2: (BARNUM), device type RA81, is online, mounted, file-oriented
device, shareable, available to cluster, error logging is enabled.

Error count 0 Operations completed 5989
Owner process ne Owner UIC {1,1]
Owner process ID 00000000 Dev Prot S:RWED, O:RWED, G:RWED, W: RWED
Reference count 1 Default buffer size 512
Total blocks 891072 Sectors per track 51
Total cylinders 1248 Tracks per cylinder 8
Host name "BARNUM"" Host type, available VAX 8810, yes@’
Allocation class 1
Volume label "FLYING" Relative volume number 0
Cluster size 3 Transaction count 93
Free blocks 8069 Maximum files allowed 222768
Extend quantity 5 Mount count 7
Mount status System Cache name " $1SDUA2:XQPCACHE"
Extent cache size 64 Maximum blocks in extent cache 2088
File ID cache size 64 Blocks currently in extent cache 0
Quota cache size 30 Maximum buffers in FCP cache 129
Volume status: subject to mount verification, file high-water marking, write-

through caching enabled.
Volume is also mounted on BARNUM, RNGLNG, LION, HORSE, BEAR, TIGER.

Additional information you might want to know about a remote disk:
@ Which cluster node is the disk connected to?

® What type of node is it connected to?
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Example 1-3 SHOW DEVICE/FULL for Dual-Ported HSC Disk

$ SHOW DEVICE/FULL $1$DUA1

Disk $1$DUAl: (HIWIRE), device type RA82, is online, mounted, file-oriented

device, shareable, available to cluster, error logging is enabled.
Error count 2 Operations completed 2352587
Owner process " Owner UIC [1,1]
Owner process 1D 00000000 Dev Prot S:RWED, O:RWED, G:RWED, W: RWED
Reference count 76 Default buffer size 512
Total blocks 1216665 Sectors per track 51
Total cylinders 1248 Tracks per cylinder 14
Host name "HINIRE"@ Host type, available HSC50, yes@)
Alternate host name "cLOWN"@ Host type, available HSsC70, yes@’
Allocation class 1
Volume label "TIGHTROPE" Relative volume number 0
Cluster size 1 Transaction count 223
Free blocks 121857 Maximum files allowed 222768
Extend quantity 5 Mount count 7
Mount status System Cache name "_$1SDUAL:XQPCACHE"
Extent cache size 64 Maximum blocks in extent cache 806
File ID cache size 64 Blocks currently in extent cache 70
Quota cache size 0 Maximum buffers in FCP cache 350

Volume status: subject to mount verification, file high-water marking, write-

through caching enabled.

Volume is also mounted on BAILEY, LION, HORSE, RNGLNG, BEAR, TIGER.

information about a disk connected between two HSC nodes:

@ What controllers is it connected to?

® What types of controllers is it connected to?
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SHOW DEVICE/FILES
'Shows which files ona particﬁlar device are open by processes on the local system.

Example 1-4 SHOW DEVICE/FILES Output

$ SHOW DEVICE/FILE $1$DUAl:
Files accessed on device _$1$5DUAl: on 9-MAY-1989 11:47:44.50

Process name PID File name
00000000 [000000]INDEXF.SYS;1
00000000 {O00000]QUOTA.SYS;1
T OM 20202580 [JAGGER.MAILIMAIL.MAI;1
Bette 2020267C [FINNERN.OLTP]OBJECTIVES.TJL;1
EQd Bernstein 2020233A [BERNSTEIN]MYEVEPLUS.TPUSSECTION; 44
Ed Bernstein 2020233A [BERNSTEIN.CLUSTER]LL1.TJL;1

Mike Beeler 2020275B [BEELER.CLUSTER.LL]TEST_IT.DAT;1
Mike Beeler 2020275B [BEELER.CLUSTER.LL]D.COM;1
Mike Beeler 2020275B [BEELER.CLUSTER.LL]T.LIS;1

Reasons you might want this information:
*  You cannot dismount a disk volume because it has open files on it.
— The output shows you which files are open and by which process.
» A user cannot open a shared data file because another user already has it open.

— Look for that file in the output and note which user’s process has it open.
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You can also use SHOW DEVICE using SYSMAN to list all of the open files in a cluster.
Example 1-5 SHOW DEVICE Using SYSMAN Output

$ SET DEFAULT SYS$SYSTEM
$ SET PROCESS/PRIVILEGE=SYSPRV
$ RUN SYSMAN
SYSMAN> SET ENVIRONMENT/CLUSTER
%$SYSMAN-I-ENV, current command environment:
Clusterwide on local cluster
Username MATTHEWS will be used on nonlocal nodes

SYSMAN> DO SHOW DEVICE/FILES $2$DUAO
$SYSMAN-I-OUTPUT, command execution on node BARNUM

Files accessed on device $2$DUAO: (BEAR) on 4-SEP-1991 17:38:10.89

Process name PID File name
00000000 [OOOOOO)INDEXF.SYS;1
$SYSMAN-I-OUTPUT, command execution on node RNGLNG

Files accessed on device $2$DUAO: (BEAR) on 4-SEP-1991 17:37:37.71

Process name PID File name
00000000 [OOCOOO]INDEXF.SYS;1
Livvy O 23200095 [BUNNELL]DECWS$SM.LOG; 40

00000000 [MANDRA.SYSEXE]PAGEFILEl.SYS;1
$SYSMAN-I-OUTPUT, command execution on node BEAR

Files accessed on device $2$DUAO: (BEAR) on 4-SEP-1991 17:37:58.38

Process name PID File name
00000000 [0O0000C]INDEXF.SYS;1
DECWS$SESSION 23600058 [ROUNDS]DECWSSM.LOG;222
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CREATING VOLUME SETS

If the files or user directories become too large to fit on any one volume, you can create a
volume set.

«  Two or more disk volumes

» Bound together with the MOUNT/BIND command

The VMS operating system:
» Treats a volume set as one large volume
» Stores files on any volume in the set that has free space

* Attempts to use space evenly over all volumes in a set

Use the following procedure to create a disk volume set:
1. Allocate the necessary devices, and physically load the volumes on the devices.
2. |Initialize each new volume in the set.

3. Use the MOUNT/BIND command to create the volume set. For example:

$ MOUNT/BIND=MASTER SET DB1:,DB2: PAYVOLl1,PAYVOL2

Example 1-6 illustrates how to create a public volume set (USER_SET) starting with an existing
volume (USERH1) as the root volume.
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Example 1-6 illustrates how to create a volume set from an existing volume.

Example 1-6 Creating é Volume Set from an Existing Volume

© s ALLOCATE DRA2 DEV1
$DCL-I-ALLOC, DRAZ2: allocated
$ ALLOCATE DRA3 DEV2
$DCL-I-ALLOC, DRA3: allocated

@ s INITIALIZE/SYSTEM DEV2 USER2

© 5 MOUNT/SYSTEM/BIND=USER SET DEV1,DEV2 USER1,USER2
%$MOUNT~-I-MOUNTED, USER1 mounted on _DRA2:
$MOUNT-I~MOUNTED, USER2 mounted on _DRA3:

O s SHOW LOGICAL/SYSTEM D*
(LNM$SYSTEM_TABLE)

"DBGSINPUT" = "SYSS$INPUT:"
"DBGSOUTPUT" = "SYSSOUTPUT:"
"DDP$DIS" = "SYS$SMANAGER:DDP.DIS"
"DISKSUSER1" = "DRA2:"

"DISKSUSER2" = "DRA3:"
"DISKSUSER_SET" = "DRAZ2:"
"DISK$VAXVMSRLOS52" = "DUAO:"
"DTRSLIBRARY" = "SYS$SYSROOT: [DTR]"

s
© s COPY WORK1: [BROWN] EXAMP5 . COM
To: DISK$USER_SET: [ SMITH] EXAMPS .COM

$ DIRECTORY DISKSUSER SET: [SMITH]
Directory DISKSUSER SET: [SMITH]
EXAMP5.COM; 1

Total of 1 file.
O 5 DISMOUNT DEV1
$ SHOW LOGICAL/SYSTEM D*

(LNM$SYSTEM _TABLE)

"DBGSINPUT" = "SYSSINPUT:"
"DBGSOUTPUT" = "SYSSOUTPUT:"

(7] "DDPSDIS" = "SYSSMANAGER:DDP.DIS"
"DISKSVAXVMSRL052" = "DUAOQ:"
"DTRSLIBRARY" = "SYS$SYSROOT: [DTR]"
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Notes on Example 1-6:

These commands allocate two disk devices for the volumes USER1 and USER2, and give
them the logical names DEV1 and DEV2 respectively. After aliocating the devices, the user
loads the volumes (USER1 and USER2) into their respective drives. (USER1 is an existing
volume; USER2 is a new volume.)

USER2, since it is a new volume, is initialized to delete old files and create a Files—11
structure. The /SYSTEM qualifier sets the owner UIC to [1,1] and the protection code to .
(S:RWED,O:RWED,G:RWED,W:RWED).

The MOUNT command string binds the volumes into the disk volume set, USER_SET. The
/ISYSTEM qualifier makes the set public. You must have SYSNAM privilege to use it. The
root volume (USERT1) contains the directory structure for the entire volume set.

The user did not include a logical name for the volume set in the MOUNT command.
Therefore, the system creates the logical names DISK$USER1, DISK$USER2, and
DISK$USER_SET by default.

If you mount USER_SET at a later time, you could include a logical name for the set in
the MOUNT command. In that case, the system would not create the default logical name
in the form DISK$volume_set name. For example, the following command includes the
logical name USERS, which can be used as the name of the volume set in subsequent
commands.

$ MOUNT/SYSTEM DEV1,DEV2 USER1,USER2 USERS

The user copies a file from a work disk to a directory on the volume set. (The [SMITH]
directory already existed on the USER1 volume. It is now a directory on the volume set.)
The system stores the file on the volume in the set that has the most unused space.

To dismount an entire volume set, use the DISMOUNT command and specify any one of
the devices containing a member of the volume set. To dismount a single volume of a
volume set, use the /UNIT qualifier. Since the volume set was mounted using the /SYSTEM
qualifier, the devices have already been deallocated. Therefore, they are now available for
other users.

When you dismount a volume set, the system deletes the logical names it created during
the mount procedure.
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USING DISK QUOTAS TO MANAGE DISK SPACE
USAGE

The UAF restricts use of many system resources, but there is no value in the UAF record that
restricts use of disk space.

Disk space restriction is handled through disk quotas. Quotas are based on UICs, not
individual user names.

Disk quotas are managed through use of the SYSMAN utility DISKQUOTA command subset.
Disk quotas are enabled on a volume-by-volume basis; the default is no disk quotas enabled.
Quota files:

* One file per enabled volume: [000000JQUOTA.SYS

« Contains quota entries, one per UIC

« Created and manipulated by the SYSMAN utility

Managing Disks 1-21



Establishing Quotas on a Volume

A quota file must be created in the volume’s MFD (directory [000000]). Exact steps for properly
creating the quota file depend on whether:

« The volume has just been created (no user files exist)

« The volume has been in use for a while (user files already exist)

One entry must be created for each UIC allowed to use the volume. Each quota entry contains
the following fields:

- UlC
+ Usage
+ Permanent quota

+  Overdraft

NOTE
Quotas should not be enabled on the system disk.
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Table 1-2 illustrates establishing quotas on a new volume.

Table 1-2 Establishing Quotas on a New Volume Called DISK$DATA
Steps Commands

Comments

1 Log in as SYSTEM You can alternatively give your current process
OPER privilege to use the SYSMAN utility.

2 $ RUN SYS$SYSTEM: SYSMAN Invokes the SYSMAN utility.

3 SYSMAN> DISKQUOTA CREATE - The file DISK$DATA:[000000]JQUOTA.SYS is

_SYSMAN> /DEVICE=DISK$DATA created and quotas are automatically enabled

on the volume.

Table 1-3 shows the fields in a quota file record.

Table 1-3 Fields in a Quota File Record

Field Meaning DISKQUOTA Qualifier
uIC Identifies the user who is permitted to use Specify the UIC as a
the volume. Note that files are owned by parameter, not as a qualifier,
UICs, not by user names. Therefore, if more  in DISKQUOTA commands.
than one user shares the same UIC, all of
them have the same access to files. They
also share the quota assigned to that UIC
for the volume. When you log in, the VMS
system reads your UAF record to determine
your UIC.
Usage Shows the number of blocks of storage this None. This value is updated
UIC owns. by the VMS system as files
are created by the UIC. It is
not assigned by the system
manager.
Permanent  Determines the number of blocks of storage /PERMQUOTA
Quota this UIC can own before the VMS system
refuses to create new files or extend existing
files. If the UIC has an Overdraft value
greater than 0, a user with this UIC can retry
the file operation (create or extend).
Overdraft Determines the number of blocks above the /OVERDRAFT

permanent quota this UIC can own before
the VMS system refuses to create new

files or extend existing files. Therefore, the
permanent quota plus the overdraft define
the total number of blocks available to a user
on a volume.
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Figure 1-2 Adding a Quota Record to a Volume Quota File

f >

$ RUN SYS$SYSTEM:SYSMAN
SYSMAN> DISKQUOTA ADD [11,2]-
_SYSMAN> /DEVICE=DISK$DATA
SYSMAN> EXIT

$

N J

SYSTEM MANAGER

VOLUME QUOTA FILE
[000000]QUOTA.SYS
FOR VOLUME
DISK$DATA

$ SET DEFAULT DISK$DATA
$ CREATE [SMITH|FILE.DAT

E//q

A

USER WITH UIC [11,2]

1-24 Managing Disks

RECORD: UIC [11,2]

TTB_X0474_88A



Example 1-7 shows output from the SYSMAN DISKQUOTA SHOW command.

Example 1-7 List of Volume Quota File Records

$ RUN SYSSSYSTEM:SYSMAN
SYSMAN> DISKQUOTA SHOW [*, *] /DEVICE=DISKS$USER

UIC Usage Permanent Quota Overdraft Limit
[0,0] 0 690 200
[SYSTEM] 12047 13000 200
[VMS, BEYER] 11685 15000 200
[11, 2] 56 56 200
[VMS, CLARK] 16233 20000 200
[VMS, DORSEY] 13510 20000 200
[VMS, HARKINS] 18221 20000 200
[VMS, HUNT] 21060 30000 200
[11,340]) 22905 30000 200
[VMS,DISALVO] 9021 18000 200
[VMS, TARGONSKI } 2425 4000 200
[12,1) 4 690 200
[BEYER2] 142 144 200
[GROUP21,ALBERT] 14137 20000 200
[21,10] 10 690 200
[21,20] 2 690 200
[GROUP21, EBERT] 5962 12000 200
[GROUP21, GALVIN] 3295 5000 200
[GROUP21, TATAR]) 32 2000 200
[31,5] 2 2 200
[GROUP 31, HARRO] 6117 10000 200
[GROUP 31, CONNOR] 3261 8000 200
{PAPISON] 666 690 200
[{CHERPAS] 19 690 200
[GROUP101, ALCOCK] 29806 30000 200
[GROUP101, LUCAS] 27257 30000 200
[GROUP101, MASORS] 125 690 200
[GROUP101, WILSON] 20968 25000 200
[123,321] 20 690 200
{DATA COMM,DELLA] 12931 20000 200
[DATA_COMM, LENTZ] 6341 20000 200
[200, 3] 2 690 200
[200,200]) 60 690 200
[DECNET] 78 690 200
[J65,DOE] 4 100 100
SYSMAN> EXIT

$
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Table 1-4 lists commands for displaying the contents of a volume quota file.

Table 1-4 Displaying the Contents of a Volume Quota File
Operation SYSMAN Command Format
Displays the entry of a particular user DISKQUOTA SHOW [uic]

Displays the entries of all users with UICs in a DISKQUOTA SHOW [group-number, *]
particular group

Displays the entries for all users DISKQUOTA SHOW [*, *]
Displays DISKQUOTA commands HELP DISKQUOTA

NOTE

The disk volume usage recorded by the VMS system and displayed by
SYSMAN includes some overhead. Therefore, the disk usage displayed by
the SYSMAN command DISKQUOTA SHOW and the DCL command SHOW
QUOTA is usually different from the disk usage displayed by the DCL
command DIRECTORY/SIZE=ALLOCATED.

Table 1-5 illustrates SYSMAN DISKQUOTA commands.

Table 1-5 Managing Individual Records in the Volume Quota File

Operation ! SYSMAN Command Format
Adds a new entry, specifying values SYSMAN>DISKQUOTA ADD uic -
different from the defauit entry ([0,0]) _SYSMAN> [/PERMQUOTA=blksl] [/OVERDRAFT=blks2]
Modifies an existing entry SYSMAN>DISKQUOTA MODIFY uic -

_SYSMAN> [PERMQUOTA=blksl] [/OVERDRAFT=blks2]
Modifies the entry for [0,0], used to SYSMAN>DISKQUOTA MODIFY [0,0] -
supply default values for permanent _SYSMAN> [/PERMQUOTA=blksl] [/OVERDRAFT=blks2]

quota and overdraft. ([0,0] should
never own any files.)

Modifies all entries for UICs in a SYSMAN>DISKQUOTA MODIFY [group-number, *] —
particular group _SYSMAN> [/PERMQUOTA=blksl] [/OVERDRAFT=blks2]
Modifies all entries, including the SYSMAN>DISKQUOTA MODIFY [*,*] -

default entry, [0,0] _SYSMAN> [/PERMQUOTA=blksl] [/OVERDRAFT=blks2]
Removes an existing entry SYSMAN>DISKQUOTA REMOVE uic

! The SYSMAN utility performs all operations on the current QUOTA.SYS file. The current file is the
one on your current default device if you did not specify one with the /DEVICE qualifier. Be sure to
specify the proper volume for your command; otherwise, the most recently used /DEVICE qualifier sets
the current file specification.
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Establishing Quotas on an Existing Volume

Table 1-6 illustrates establishing quotas on an existing volume whose logical name is
DISK$USER.

Table 1-6 Establishing Quotas on an Existing Volume Called DISK$USER

Step Commands Comments

1 Notify users that DISK$USER willbe  The REPLY command and the Mail utility are

unavailable two possible methods.

2 $ RUN SYS$SYSTEM: SYSMAN Invokes the SYSMAN utility. Make sure your
current process has OPER privilege (to use
the SYSMAN utility) and SYSPRV privilege
(to issue DISKQUOTA commands).

3 SYSMAN> DISKQUOTA - Creates a quota file on the DISK$USER

_SYSMAN> CREATE /DEVICE=DISK$USER volume (DISK$USER:[000000]JQUOTA.SYS)
and automatically enables quotas on that
volume.

4 SYSMAN> DISKQUOTA MODIFY [0,0] - Sets the default entry values for

_SYSMAN> /PERMQUOTA=10000 - the quota file on DISK$USER. Use

_SYSMAN> /OVERDRAFT=1000 appropriate values for /PERMQUOTA and
/OVERDRAFT to reflect your management
policy on the volume. Note that the
/DEVICE=DISK$USER qualifier need not
be specified, as the qualifier was properly
specified in step 3.

5 SYSMAN> DISKQUOTA REBUILD Updates the newly created quota file to
add existing UICs that own files on the
DISK$USER volume. Note that the
/DEVICE=DISK$USER qualifier need not be
specified in this case.

6 SYSMAN> EXIT Exits from the SYSMAN utility.

7 Notify users that DISK$USER is See step 1.

available for use
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'Disabling and Enabling Quotas on a Volume
To disable quotas, use the SYSMAN DISKQUOTA DISABLE command.

Use the SYSMAN DISKQUOTA REBUILD command to properly assess user space on a
volume if:

+ The volume previously had a quota file created
« Quotas were once enabled on the volume

*  Quotas were later disabled

An automatic DISKQUOTA REBUILD is performed when a volume is mounted after being
improperly dismounted. This is a typical situation after a system failure.

A\w\ y E""“\V\(’X
QR
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SETTING FILE CHARACTERISTICS

Another way to manage the use of disk space is to use the SET FILE command, which modifies
the characteristics of files.

« Format:
$ SET FILE/qualifier(s) file-spec
« The file-spec specifies one or more files to be modified.

— |f you specify more than one file, separate them with commas.
(Wildcard characters are allowed.)

« Some of the file characteristics you can modify are listed in Table 1-7.
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Table 1-7 Some Qualifiers for the SET FILE Command
Qualifier Description

Specifying File Characteristics
/EXPIRATION_DATE=date Assigns an expiration date to the specified files. Later, you

/NOEXPIRATION_DATE can use DELETE/EXPIRED to delete files whose expiration
date has passed.
/VERSION_LIMIT[=n] Specifies the maximum number of versions allowed for the

specified file. If the version limit is exceeded, the earliest
version of the file is deleted from the directory without
notification to the user.

/OWNER_UIC/[=uic] Specifies an owner UIC for the file. The default is the UIC
of the current process. Useful if you create a file in a user’s
directory and you want the user to own the file.

VMS records the use of disk space on a UIC basis, so
changing the owner UIC of a file changes which disk quota
entry the space is recorded under.

/ P t‘@'%’ = ( . m\\)

Modifying the Action of the SET FILE Command

/BY_OWNER/=uic] Selects only those files whose owner UIC matches the
specified UIC. The default is the UIC of the current process.

/CONFIRM Controls whether a request is issued before each SET FILE

/NOCONFIRM operation to confirm that the operation should be performed on

that file. The default is /NOCONFIRM.

/EXCLUDE=(file-spec],...)) Excludes the specified file from the SET FILE operation.
(Wildcard characters are allowed.)

/LOG Displays the file specification of each file modified as the
command executes.

Example 1-8 illustrates the use of some of these qualifiers.

[epen = Aty T
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Example 1-8 SET FILE Command

© 5 DIR/FULL TEST.COM
Directory WHYSOSDUAO: [ROUNDS]

TEST.COM; 1 File ID: (1620,1,0)
O size: 1/3 Owner: [ROUNDS]

Created: 9~JUN-1990 14:25:03.66

Revised: 22-MAY-1991 16:00:20.22 (3)

Expires: <None specified>

Backup: <No backup recorded>

File organization: Sequential

File attributes: Allocation: 3, Extend: 0, Global buffer count:

No version limit
Record format: Variable length, maximum 12 bytes
Record attributes: Carriage return carriage control
RMS attributes: None
Journaling enabled: None
File protection: System:RWED, Owner:RWED, Group:RE, World:
Access Cntrl List: None

Total of 1 file, 1/3 blocks.
$

G’S SET FILE /OWNER=MARSH /EXPIRATION_DATE=0 /VERSION_LIMIT=3-
$_ /LOG TEST.COM

® 2SET-I-MODIFIED, WHYSOS$DUAO: [ROUNDS]TEST.COM;1 modified

$
@ 5 DIR/FULL TEST.COM
Directory WHYSOSDUAO: [ROUNDS]

TEST.COM;1 File ID: (1620,1,0)
O size: 1/3 Owner: [MARSH]

Created: 9-JUN-1990 14:25:03.66

Revised: 25-MAY-1991 11:21:37.92 (4)

Expires: 25-MAY-1991 00:00:00.00

Backup: <No backup recorded>

File organization: Sequential

File attributes: Allocation: 3, Extend: 0, Global buffer count:

‘Version limit: 3
Record format: Variable length, maximum 12 bytes
Record attributes: Carriage return carriage control
RMS attributes: None
Journaling enabled: None
File protection: System:RWED, Owner:RWED, Group:RE, World:
Access Cntrl List: None

Total of 1 file, 1/3 blocks.
s

(Notes on Example 1-8 are shown on the next page.)
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Notes on Example 1-8:

© Display full directory information about TEST.COM.
The owner UIC of the file is [ROUNDS].

The file has no expiration date.

The file has no version limit.

Change several characteristics of the file and request that the name of the file be displayed
when the operation takes place.

The log message.
Redisplay the directory information.

The owner UIC of the file is now [MARSH].

® © @ o

The file now has an expiration date that defaults to the current date since 0 was specified
as the date.

The file now has a version limit of 3.
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SUMMARY

Disk and tape drives are devices that record and read data on magnetic media or optical disks.

Every device has a unique name in the format of ddcu.

There are two formats used in naming devices in a VAXcluster system:
— node$device

— $allocation-class$device

The MOUNT/CLUSTER command mounts a volume on every node that is currently a
member of the cluster, and the DISMOUNT/CLUSTER command dismounts a volume on
every cluster node that has it mounted.

To suppress a volume rebuild, which can cause processes (or the entire cluster in the case
of a system disk) to hang, use the MOUNT/NOREBUILD command.

— The disk should be rebuilt later with the SET VOLUME/REBUILD command.
The SHOW DEVICE command is used to obtain information about disk volumes.

The SET FILE command can be used to modify file characteristics including expiration
date, version limit, and owner UIC.

The SYSMAN utility is used to set quotas on the use of disk space. Use it to:
— Establish disk quotas on a volume, whether it is new or already in use

— Add user entries to the quota file on a disk volume
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INTRODUCTION

Logical names provide the VMS user with a convenient way of referring to programs, command
procedures, disk locations, and other objects without having to know their physical location.
Users can define their own logical names, and the system manager can also define logical
names to make them available to users.

The VMS operating system stores all system-defined and user-defined logical names in tables,
called logical name tables.

This chapter describes the features related to logical name tables.
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OBJECTIVES

To further customize the VMS working environment, a system and network manager needs to
be able to:

« Determine the equivalence of a logical name
+ Display the contents of logical name tables
* Use and identify some system-created logical names

+ Define logical names in the system table
RESOURCES

«  Guide to Using VMS Command Procedures
* VMS DCL Dictionary

+  Guide to Using VMS

*  VMS User’s Manual

» VMS DCL Concepts Manual

TOPICS

« Logical name tables

* Logical name translation

*  Search lists

+ System-created logical names

+ Defining names in the system table

*  Duration of logical names
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LOGICAL NAME TABLES

The system stores logical names and their equivalence strings in four default logical name
tables and possibly additional user-defined tables:

Process logical hames

Used only by your process

Stored in process logical name table

Job logical names

Shared by your process and all of its subprocesses
Stored in job logical name table

DCL commands that use this table include the qualifier /JJOB

Group logical names

Shared by all processes in a UIC group

Stored in group logical name table

GRPNAM privilege is needed to add logical names to this table
DCL commands that use this table include the qualifier /GROUP

System logical names

Shared by all processes on the system
Stored in system logical name table
SYSNAM privilege is needed to add logical names to this table

DCL commands that use this table include the qualifier /SYSTEM

Other logical names

Used for special applications

For example, the table DECW$LOGICAL_NAMES holds logical names used by
DECwindows software

DCL commands that use these tables include the qualifier /TABLE=
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Figure 2—1 illustrates the relationship between your terminal, the operating system, and the
logical name tables associated with your process.

Figure 2—-1 Relationship Between Your Terminal, the Operating System, and Logical
Name Tables

$ logical-name command

TERMINAL -

PROCESS
LOGICAL
NAME
TABLE

JOB-WIDE
LOGICAL
VMS NAME
COMMAND TABLE

LANGUAGE
INTERPRETER

GROUP
LOGICAL
NAME
TABLE

VMS
OPERATING SYSTEM
SYSTEM LOGICAL

NAME
TABLE

GSF-RA0294-06-RGS
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The SHOW LOGICAL command, shown in Example 2—1, displays the contents of all logical
name tables to which you have access.

Example 2-1 Displaying the Contents of Logical Name Tables

$ SHOW LOGICAL

(LNMSPROCESS_TABLE)

"SYSSCOMMAND" = " TIDYSLAT2:"
"SYSSDISK" = "TIDYSDJAO:"
"SYSSERROR" = " TIDYSLTA2:"
"SYSSINPUT" = " TIDYSLTA2:"
"SYSSOUTPUT" [super] = "_TIDYSLTAZ2:"
"SYSSOUTPUT" [exec] = "_TIDYSLTA2:"
"TT" = "LTA2:"

(LNM$SJOB_803DD220)

"SYSSLOGIN" = "TIDY$DJAO: [HENDRICKS]"
"SYSSLOGIN DEVICE" = "TIDYSDJAO:"
"SYS$SCRATCH" = "TIDY$DJAO: [HENDRICKS]"

(LNM$SGROUP_000011)
(LNM$SYSTEM TABLE)

"ACP$BADBLOCK_MBX" = "MBA4:"
"DBGSINPUT" = "SYSSINPUT:"
"DBGSOUTPUT" = "SYSSOUTPUT:"
"SYSSSTARTUP" = "SYS$SYSROOT: [SYSSSTARTUP]"
= "SYS$SMANAGER"
"SYS$SYLOGIN" = "SYS$MANAGER:SYLOGIN.COM"
"SYS$SSYSDEVICE" = "TIDY$DJAO:"
"SYS$SYSDISK" = "SYSS$SYSROOT:"
"SYS$SYSROOT" = "TIDYSDJAO:[SYSO.]"
= "SYSSCOMMON:"
"SYS$SSYSTEM" = "SYSS$SSYSROOT: [SYSEXE]"
"SYS$TEST" = "SYS$SYSROOT: [SYSTEST]"
"SYS$STOPSYS" = "Syso"
"SYSSUPDATE" = "SYSSSYSROOT: [SYSUPD]"
"SYSSWELCOME" "@SYSSMANAGER:WELCOME. TXT"

"TPUSSECTION" = "EVES$SSECTION"
(DECWSLOGICAL NAMES)

"CDASLIBRARY" = "SYS$COMMON: [CDASLIBRARY]"
"DECWS$BOOK" = "SYS$COMMON: [DECWSBOOK]"

"DECWSEXAMPLES" = "SYS$COMMON: [SYSHLP.EXAMPLES.DECW]"
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Example 2-2 shows how to display the contents of the process, job, group, system, and
'DECwindows logical name tables using the /PROCESS, /JOB, /GROUP, /SYSTEM, and /TABLE

qualifiers.
Example 2-2 Displaying the Contents of Logical Name Tables

$ SHOW LOGICAL/PROCESS
(LNM$SPROCESS_TABLE)

"SYSSCOMMAND" = "~TIDY$LTA12:"
"SYSSDISK" [super] = "VMSS$SCOM:"
"SYSSDISK" [exec] = "VMSS$SCOM:"
"SYSSERROR" = "_TIDY$LTA12:"
"SYSSINPUT" = "_TIDYSLTAlZ:"
"SYSSOUTPUT" [super] = "_TIDY$LTA12:"
"SYSSOUTPUT" [exec] = "_TIDY$LTA12:"

$ SHOW LOGICAL/JOB
(LNM$SJOB_803E4E40)

"SYSSLOGIN" = "DISK:[SMITH]"
"SYSSLOGIN DEVICE" = "DISK:"
"SYS$SSCRATCH" = "DISK: [SMITH]"

$ SHOW LOGICAL/GROUP
(LNMSGROUP_000011)
"GROUP11l DISK" = "DJAO:"
$ SHOW LOGICAL/SYSTEM
(LNMSSYSTEM_TABLE)

"DBGSINPUT" = "SYSSINPUT:"
"DBGSOUTPUT" = "SYS$OUTPUT:"

$ SHOW LOGICAL/TABLE=DECW$LOGICAL NAMES
(DECWSLOGICAL_NAMES)

"CDASLIBRARY" = "SYSSCOMMON: [CDASLIBRARY]"
"DECWSBOOK" = "SYSSCOMMON: [DECW$BOCK]"
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LOGICAL NAME TRANSLATION

The system translates logical names automatically.

By default, logical name tables are searched for the first occurrence of a logical name in
the following order:

1. Process logical name table

2. Job-wide logical name table

3. Group logical name table

4. System logical name table

5. Other logical name tables (for example, the DECwindows table)

The leftmost portion of a file specification is translated to see if it is a logical name.

Determining the Equivalence of a Logical Name

Two commands are available to determine the equivalence of a logical name.
Command format:
— $ SHOW LOGICAL logical-name
Iteratively translates the logical name up to 10 levels
— $ SHOW TRANSLA'I‘ION logical-name

Displays the first equivalence string it finds and stops (no iteration is performed)

Translation is done:.
— Up to 10 times (recursively)
— Until there are no more equivalence names to be translated

— Until the leftmost component of the specification is not delimited by a colon, a space,
a comma, or an end of line

— Until equivalence name is a logical name that has the TERMINAL attribute. If a logical
name has the TERMINAL attribute, the translation is "TERMINAL" (completed) after
the first translation

— If the logical name has the CONCEALED attribute, the translation normally displays
the logical name for the device, rather than the physical name for the device

Example 2-3 shows both commands used to determine a logical name value.
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Example 2-3 Determining the Value of a Logical Name

@ s AssIGN DJRO: DISK1
@ 5 ASSIGN DISKl: MYNAME

© 5 SHOW TRANSLATION MYNAME
MYNAME = "DISK1:" (LNM$SPROCESS TABLE)

O s sHOW LOGICAL MYNAME
"MYNAME" = "DISK1l:" (LNMSPROCESS_TABLE)
1 "DISK1" = "DJAO:" (LNMSPROCESS_TABLE)

Notes on Example 2-3
© Create a logical name, DISK1, that translates into the string "DJAO:".
@® Create a second logical name, MYNAME, which translates to the string "DISK1".

©® When you display the equivalence of a logical name using the SHOW TRANSLATION
command, only one level of translation occurs.

O Note that the SHOW LOGICAL command translates the logical name iteratively.
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Modifying Logical Name Translation

When creating a logical name, you can establish translation attributes that modify the
interpretation of an equivalence name.

« Use the /TRANSLATION_ATTRIBUTES qualifier with the ASSIGN or DEFINE command.
« Two translation attributes are available:

— TERMINAL

— CONCEALED

Preventing lterative Translation
The TERMINAL attribute prevents iterative translation of a logical name.
« The equivalence name is not examined to see if it is also a logical name.

« The translation is terminal (complete) after the first translation.

Concealing the True Identity of a Logical Name

The CONCEALED attribute causes the logical name of a device, rather than the physical name,
to be displayed in system messages. This technique allows you to:

» Use a name that is more meaningful to users than the physical device hame

» Hide physical device names from users, so that you can change a physical device without
affecting users
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Example 2—4 shows the use of the CONCEALED attribute.
Example 2-4 | CONCEALED Attribute

$ ASSIGN/SYSTEM DUAO: USERDISK
$ DIRECTORY USERDISK: [ROUNDS]

Directory DUAO: [ROUNDS]
TEST.COM; 5 TEST.DIR;1

Total of 2 files.

$

$ ASSIGN/TRANSLATION ATTRIBUTES=CONCEALED/SYSTEM DUAO: USERDISK
$DCL-I-SUPERSEDE, previous value of USERDISK has been superseded
$ DIRECTORY USERDISK: [ROUNDS]

Directory USERDISK: [ROUNDS]
TEST.COM; 5 TEST.DIR;1
Total of 2 files.

Once you have defined a concealed logical name for a device, you may want to spemfy itasa
user’s default device name, as shown in Example 2-5.

Example 2-5 Assigning a User to a Logical Default Device

$ RUN SYS$SYSTEM:AUTHORIZE
UAF> MODIFY ROUNDS /DEFAULT=USERDISK
UAF> SHOW ROUNDS

Username: ROUNDS Owner: Kristin Rounds
Account: GROUP22 UIC: [22,456] ([GRQOUP22,ROUNDS])
CLI: DCL Tables:

Default: USERDISK:[ROUNDS]
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SEARCH LISTS

A search list is a logical name that has more than one equivalence string. You can use a search

list in any place that you can use a logical name.
Example 2—6 demonstrates the use of search lists.

Example 2-6 Search Lists

@ s DIRECTORY
$DIRECT-W-NOFILES, no files found
$

@ 5 CREATE MON.DAT, TUE,WED, THU, FRI
This is MON[CTRL/Z
This is TUE[CTRL/Z
This is WED({CTRL/Z
This is THU|CTRL/Z
This is FRI[CTRL/Z

S
© s DIRECTORY
Directory TEST_DISK: [ROUNDS]

FRI.DAT;1 MON.DAT;1 THU.DAT; 1
WED.DAT;1

Total of 5 files.
S
O s DEFINE DAY MON.DAT, TUE.DAT,WED.DAT, THU.DAT, FRI .DAT

$
© s SHOW LOGICAL DAY
"DAY" = "MON.DAT" (LNM$PROCESS TABLE)
"TUE.DAT"
"WED.DAT"
"THU.DAT"
"FRI.DAT"

$
@ 5 DIRECTORY DAY

Directory TEST _DISK: [ROUNDS]

MON.DAT;1 TUE.DAT;1 WED.DAT; 1
FRI.DAT;1

Total of 5 files.
S

@ s TYPE DAY
This is MON

$
© s DELETE/LOG MON.DAT;

TUE.DAT; 1

THU.DAT;1

$DELETE-I-FILDEL, TEST_DISK: [ROUNDS]MON.DAT;1l deleted (3 blocks)

$
© s TYPE DAY
This is TUE

(Notes on this example are shown on the next page)
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Notes on Example 2-6:

()
o

@

Check to éee if there are>any files in this directory.
Create five files with one command.

The file type of the first file carries over to the other files because no file type was specified
for them.

Display the names of the files in the directory.
(Note that the names are shown in alphabetical order.)

Create the logical name DAY, which is a search list because it has more than one
equivalence name.

Display the equivalences of the logical name DAY.
(Note that they are listed in the order in which they were specified in the DEFINE command.)

Request directory information by specifying the logical name.
(Note that the file specifications are shown in the order of the search list.)

Display the contents of the file that corresponds to the logical name DAY.
(Note that this file is the first element in the search list.)

Delete MON.DAT, the first element in the search list.

Now the logical name DAY is translated to TUE.DAT, and the contents of that file will be
displayed.

2-14 Using Logical Name Tables



Using Commas in Logical Name Assignments
« The presence of a comma generally indicates a search list.

+ Sometimes you may want to use a comma as part of the actual equivalence string to save
some typing in MAIL.

You must enclose the equivalence string in quotation marks to indicate that the comma is
a valid part of the string.

+ Example 2-7 shows commas in logical name assignments.

Example 2-7 Commas in Logical Name Assighments

€ s DEFINE REVIEW BOOT,VASSILOS, APON
$ MAIL

MAIL> SEND
@ To: REVIEW
Subj: THIS IS A TEST
Enter your message below. Press CTRL/Z when complete, or CTRL/C to quit:

© MAIL> EXIT
$

O 5 DEFINE REVIEW "BOOT, VASSILOS,APON"
%$DCL-I-SUPERSEDE, previous value of REVIEW has been superseded
$ MAIL

MAIL> SEND

To: REVIEW

Subj: THIS IS ANOCTHER TEST

Enter your message below. Press CTRL/Z when complete, or CTRL/C to quit:

@,New mail on node WHYNOT from APON "Fred Apon" (20:25:58)
MAIL> EXIT

Notes on Example 2-7:
@ Define the logical name REVIEW, which contains commas in its string.
® Send a MAIL message, using REVIEW as the recipient.

©® The sender, APON, does not receive the message. APON is the third element in a search
list, and a match is found before that element is reached.

O Redefine the logical name REVIEW, enclosing the equivalence string in quotation marks to
include the commas as part of the equivalence string.

© This time APON receives the message.
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SYSTEM-CREATED LOGICAL NAMES

Process and Job Logical Names

Process and job logical names are available to your process. Table 2-1 describes some
system-created logical names.

Table 2-1 Process and Job Logical Names Defined by the System

Logical Name

Equivalence Name

SYSS$INPUT

SYS$COMMAND

SYS$ERROR

SYS$OUTPUT

TT

SYS$LOGIN

SYS$LOGIN_DEVICE

SYS$DISK

SYS$NET

Default input device or default file from which DCL reads input.
For interactive use, SYS$INPUT is the terminal. While a command
procedure is running, SYS$INPUT is the command procedure.

The initial file (usually your terminal) from which DCL reads input.
(A file from which DCL reads input is called an input stream.) The
command interpreter uses SYS$COMMAND to “remember” the
original input stream.

Default device to which the system writes messages generated by
warnings and errors. For an interactive user, SYS$ERROR is the
terminal.

Default output device. For an interactive user, SYSSOUTPUT is
the terminal. (A file to which DCL writes output is called an output
stream.)

Default device name for your interactive terminal.

Default disk and directory established at login time. Specified in the
user authorization record by the system manager.

Default disk established at login time. Specified in the user
authorization record by the system manager.

Default disk established at login. Changed by the SET DEFAULT
command.

The source process that invokes a target process in DECnet
task-to-task communication. When opened by the target process,
SYSS$NET represents the logical link over which that process can
exchange data with its partner. SYS$NET is defined only during
task-to-task communication.
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System Logical Names
System logical names are available to all users on the system.

Table 2-2 lists some of the system logical names commonly used by the system manager.

Table 2-2 Some of the System Logical Names Defined by the System

Logical Name Equivalence Name

SYS$SYSDEVICE Device on which the VMS operating system files reside

SYS$COMMON Root directory for VMS system files shared by nodes in a
cluster

SYS$SPECIFIC Root directory for VMS system files specific to a single node in
a cluster

SYS$SYSROOT Root directory for VMS system files; points to both

SYS$COMMON and SYS$SPECIFIC

SYS$SMANAGER Default device and directory for the SYSTEM account; contains
some system data files such as the operator log

SYS$SYSTEM Device and directory containing operating system programs
and other system files

SYS$STARTUP Device and directory containing command procedures that are
executed when the system starts up

SYS$NODE Network node name for the local system, if DECnet software
is active on the system
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Redefining System-Created Logical Names

Redefining SYS$SOUTPUT
You can redefine SYS$OUTPUT to redirect output from your default device to another file.

In the following example, the display produced by SHOW DEVICES is directed to
MYFILE.LIS in your default directory rather than to your terminal:

$ ASSIGN MYFILE.LIS SYS$OUTPUT
$ SHOW DEVICES
$ DEASSIGN SYSSOUTPUT

« Remember to deassign SYS$OUTPUT, or output will continue to be written to the file you
have specified.

«  You can redefine SYS$SOUTPUT to redirect output from an image, using the
ASSIGN/USER_MODE command.

— Once the image exits, SYS$OUTPUT resumes its default value.

ASSIGN/USER_MODE MYFILE.LIS SYSSOUTPUT
SHOW DEVICES

v n

2-18 Using Logical Name Tables



DEFINING NAMES IN THE SYSTEM TABLE

Defining Logical Names Clusterwide

To define the same system logical name on every node of a cluster, you can use the SYSMAN

utility.

$ SET DEFAULT SYS$SYSTEM

$ SET PROCESS/PRIVILEGE=SYSPRV

$ RUN SYSMAN

SYSMAN> SET ENVIRONMENT/CLUSTER
$SYSMAN~I-ENV, current command environment:

Clusterwide on local cluster

Username SYSTEM

SYSMAN> DO ASSIGN /SYSTEM
$SYSMAN-I-OUTPUT, command
$SYSMAN-I-OUTPUT, command
%$SYSMAN-I-OUTPUT, command
$SYSMAN-I-OUTPUT, command
$SYSMAN-I-OUTPUT, command
%$SYSMAN-I-QUTPUT, command
%$SYSMAN-I-OUTPUT, command

SYSMAN> [CTRL/Z

will be used on nonlocal nodes

/TRANSLATION=CONCEALED $1$DUA9: NEWDISK

execution
execution
execution
execution
execution
execution
execution

on
on
on
on
on
on
on

node
node
node
node
node
node
node

BARNUM
RNGLNG
LION
HORSE
BAILEY
BEAR
TIGER

Defining Logical Names Permanently

To permanently assign a system logical name, place a DCL command to assign it in the
command procedure SYS$STARTUP:SYLOGICALS.COM.

« Remember to use the appropriate attributes, such as /TRANSLATION=CONCEALED.
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DURATION OF LOGICAL NAMES

A process or job logical name assignment lasts until you:
* Log out (or otherwise stop the process)

— Job logical name assignments last until the last process in the job logs out or is
stopped.

«  Assign the logical name to a different string

« Remove the logical name with the DEASSIGN command

A group or system logical name assignment lasts until:
*  You shut down the system

* The system fails

* You assign the logical name to a different string

«  You remove the logical name with the DEASSIGN command

If you always want to assign a process or job logical name, put the assignment statement in
your LOGIN.COM procedure. If you always want to assign a system logical name, put the
assignment statement in SYS$STARTUP:SYLOGICALS.COM.
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SUMMARY

+ The system stores logical names and their equivalence strings in four default logical name
tables and possibly additional user-defined tables:

— Process

— Job

— Group

— System

— User-defined

«  Two commands, SHOW LOGICAL and SHOW TRANSLATION, are available to determine
the equivalence of a logical name.

« Translation attributes TERMINAL and CONCEALED are used to modify the interpretation
of the equivalence of a logical name.

« The system creates some job, process, and system logical names automatically.
* Redefining some system logical names is useful for redirecting input and output.
» Process and job logical name assignments last until the user:

— Logs out

— Assigns the logical name to a different string

— Removes the logical name with the DEASSIGN command
» Group and system logical names last untii:

— You shut down the system

— The system fails

— You assign the logical name to a different string

— You remove the logical name with the DEASSIGN command
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INTRODUCTION

This chapter introduces the concepts of queue management. Among the topics discussed are:
« The VMS system queue facilities

+  How the VMS system handles print and batch queues

+  Monitoring print and batch queues

*  VAXcluster queue management
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OBJECTIVES

To describe the tasks and responsibilities involved in queue management, a system and network
manager shouid be able to:

+ Describe what queue facilities are and how the VMS system uses them
»  Monitor print and batch queues

+ Set up and manage queues in a VAXcluster system

RESOURCES

VMS DCL Dictionary

*  VMS System Manager’s Manual

Guide to Setting Up a VMS System

«  Guide to Maintaining a VMS System
TOPICS

« Queue facilities and operations

+ How the VMS system handles print jobs
+ How the VMS system handles batch jobs
« Batch queue operations

*  Monitoring print and batch queues

* Managing batch and print operations in a VAXcluster system
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QUEUE FACILITIES AND OPERATIONS

The VMS operating system provides comprehensive facilities to dynamically manage print and
batch queues and the jobs submitted to those queues. ‘

The Queue Manager

The queue manager process (QUEUE_MANAGER) controls print and batch queues and jobs.
« One queue manager performs these tasks for the entire cluster.

« Starting the queue manager:

— The queue manager is automatically started when the first node of the cluster starts up
(provided you have entered a START/QUEUE/MANAGER command in the past).

— The command STOP/QUEUE/MANAGER/CLUSTER stops the queue manager.
— The command START/QUEUE/MANAGER restarts it.

— If the node on which the queue manager is running fails, a new queue manager
automatically starts on another node in the cluster.

« The queue manager keeps track of queues and jobs in a database consisting of three
files:

— SYS$SYSTEM:QMANSMASTER.DAT, the master file
— SYS$SYSTEM:SYS$QUEUE_MANAGER.QMAN$QUEUES, the queue file
— SYS$SYSTEM:SYS$QUEUE_MANAGER.QMAN$JOURNAL, the journal file

The queue manager communicates with the job controller process (JOB_CONTROL) on each
system, which performs many system management and control tasks.
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Types of Queues
The VMS operating system provides two general classes of queues:
»  Execution

— Accepts either batch or print jobs for processing, depending on how the queue was
initialized (created)

«  Generic

— Holds jobs until they are transferred to an assigned execution queue

Queue classes are further defined by:
» The kind of job the queue accepts

» The type of device to which output is directed
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Execution Queues

An execution queue performs the actual processing of the job. There are two types of execution
queues:

+ Batch
— Can only accept (process) batch jobs
— Executes as a detached process

*  Output

— Accepts (typically) print jobs for processing by an independent process called
a symbiont

— Three types of output execution queues:

Printer Directs output to line printers

Terminal Directs output to terminal printers (printers attached to terminal
lines)

Server Processes files in the queue using a specially created symbiont

— Symbionts for server execution queues can be customer-written or provided as part‘of
a layered product

Not necessarily used for print output operations
Not covered in this course
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Generic Queues

Generic queues are used to hold a job until an associated execution queue becomes available.
There are two types of generic queues:

+  Generic batch queue

— Directs jobs only to batch execution queues

— Typically used in VAXcluster systems to distribute the workload across several nodes
+  Generic print queue

— Directs jobs to any of the three types of output execution queues: printer, terminal, or
server

+ The list of associated execution queues is defined when the generic queue is initialized.

*  When an execution queue becomes available, the job is requeued from the generic queue
to the execution queue.
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HOW THE VMS SYSTEM HANDLES PRINT JOBS

There are several ways to print on a VMS system. A printer is controlled by a print symbiont if
it is associated with a queue. You can:

» Allocate a printer and send data interactively to it with the COPY command
« Allocate a printer and send data from a program to it with the WRITE command

« Use the PRINT command

COPY and WRITE have several disadvantages:

» If you have limited numbers of printers, you must wait until one can be allocated to your
process.

« If you have multiple users, waiting for available printers can cause time problems.

« There is no capability to order print jobs by their importance or size; printing is on a
first-allocated, first-served basis.

These problems are solved in part by print queues.

« The PRINT command places print jobs in print queues.

« The system then decides when and where to print any particular job.
— Print queues solve waiting and scheduling problems.
— The PRINT command causes QUEUE_MANAGER to place a job in the queue.
— Print symbionts execute print jobs.

— JOB_CONTROL sends jobs to print symbionts.
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Example 3—1 shows the results of the SHOW SYSTEM command. Note the JOB_CONTROL
and SYMBIONT_0001 processes. This node does not happen to be running the queue
manager.

Example 3—1 JOB_CONTROL and Print Symbiont Processes

$ SHOW SYSTEM
VAX/VMS V5.5 on node BIMBAM 14-NOV-1991 17:21:45.54 Uptime 21 09:23:21

Pid Process Name State Pri I/0 CPU Page flts Ph.Mem
20200021 SWAPPER HIB 16 0 0 00:00:21.96 0 0
202002A2 Chocoholic HIB 9 4000 0 00:01:00.00 6658 328
20200263 DUFFY CUR 4 328 0 00:00:10.49 1057 299
20200027 ERRFMT HIB 8 9995 0 00:02:59.54 82 118
20200028 CACHE_SERVER HIB 16 152 0 00:00:00.75 62 93
20200029 CLUSTER_SERVER HIB 8 39 0 00:00:02.20 151 314
20200022 OPCOM HIB 8 4321 0 00:02:13.76 645 211
2020002B AUDIT_SERVER HIB 10 54 0 00:00:54.84 1300 223

@ 2020002¢c JOB_CONTROL HIB 8 3320 0 00:00:42.08 201 348
2020002D CONFIGURE HIB 10 122 0 00:00:12.96 111 159

92020002E SYMBIONT 0001 HIB 6 85 0 00:00:03.92 670 46
2020002F SMISERVER HIB 9 104 0 00:00:03.07 406 437
20200251 NETACP HIB 10 1493 0 01:24:58.28 2321834 3500
20200112 EVL HIB 5 1390 0 00:00:39.21 49642 38 N
202001B3 REMACP HIB 9 59 0 00:00:00.56 80 50
20200075 WOODS LEF 4 14551 0 00:09:09.52 37853 170
20200079 _RTAl: HIB 6 22780 0 00:20:36.65 10459 4096

Notes on Example 3-1:
@ The JOB_CONTROL process

@ A print symbiont process

3-10 Queue Management



Print Job Scheduling
After jobs are placed in thé queue using the PRINT command:
QUEUE_MANAGER process schedules the jobs using:
+  Priority
— Job with highest queue priority executed first
— ;r[?gité gwbs in queues limited by two sy.st<'em par‘ameters: N
DEFQUEPRI — The default queue priority assigned to all print jobs (100)

MAXQUEPRI — The maximum queue priority any user can assign to a job (range
is 0-255)

— Job size
Smaller jobs executed before larger jobs (within the same priority group)
— Submission time

Jobs executed in order of submission if they are same size and have same priority

Scheduling can be changed to first-come-first-served with the qualifier /'SCHEDULE=NOSIZE
on the INITIALIZE/QUEUE or SET QUEUE command.

Queue Management 3-11



Example 3-2 illustrates how print jobs are scheduled by the QUEUE_MANAGER process.
‘Example 3-2 | Scheduling Print Jobs

$ SHOW QUEUE LPAO/FULL

Printer queue LPAO
/BASE_PRIORITY=4 /DEFAULT=(FLAG) /FORM=DEFAULT Lowercase
/OWNER=[SYSTEM] /PROTECTION=(S:E,0:D,G:R,W:W)

Entry Jobname Username Blocks Status

228 ACTION JONES 6 Printing
Submitted 13-DEC-1991 12:02 /FORM=DEFAULT /PRIO=100
_DRA1: [JONES]ACTION.COM;1 /COPIES=2

231 NOTES JONES 12 Pending
Submitted 13-DEC-1991 12:15 /FORM=DEFAULT /PRIO=120
_DRA1:[JONES]NOTES.TXT; 1

230 MEMO JONES 1 Pending
Submitted 13~DEC-1991 12:08 /FORM=DEFAULT /PRIO=100
_DRA1:[JONES]MEMO.MEM; 1

229 MATH JONES 6 Pending

Submitted 13-DEC-1991 12:04 /FORM=DEFAULT /PRIO=100
_DRA1:[JONES]MATH.LIS;1

Notes on Example 3-2:

@ Job 228 is currently executing. The QUEUE_MANAGER process examines the parameters
of the pending jobs to determine which job to print next.

® Since Job 231 has the highest priority of the pending jobs, it will be printed next.
NOTE
The priority of a job in a queue is limited by two system parameters:

¢ DEFQUEPRI — the default queue priority assigned to all print jobs

¢ MAXQUEPRI — the maximum queue priority any user can assign to
a job (range is 0-255).

Regardless of the values of these parameters, users with OPER or
ALTPRI privilege can submit jobs at any priority using the /PRIORITY
qualifier.

© Job 230 is smaller than Job 229, and they have the same priority, so Job 230 will be printed
third.

O Finally, Job 229 will be printed. However, if another job is submitted before Job 229 begins

printing, the QUEUE_MANAGER process examines the parameters of Job 229 and the
new job to determine which job to print first.
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Creating Print Queues

Establishing a print execution queue requires OPER privilege. To establish a print execution
queue:

1.

Set physical attributes of device

«  SET PRINTER

« SET TERMINAL attributes

Spool each printing device

- SET DEVICE/SPOOLED

Initialize and start an execution queue for each printing device

+ /NOENABLE_GENERIC to prevent system from automatically moving jobs
Initialize and start a generic print queue

« Normally SYS$PRINT

Initialize and start a generic terminal queue

* Use any name, TERMPRINT, for example:

$ INITIALIZE/QUEUE/TERMINAL/GENERIC=(TTAl, TTC7) TERMPRINT
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Queues can be created either:
* Interactively
or

* In a command procedure

You can create and start queues using one or more commands as shown in Table 3—1.

Table 3-1 Initializing and Starting Queues

Command

Comments

$ INITIALIZE/QUEUE [/qualifiers] -

_$ queue-name

$ INITIALIZE/QUEUE/TERMINAL/ON=TXC2 -
_$ LASER

$ START/QUEUE [/qualifiers] queue-name
$ START/QUEUE LPAO

$ INITIALIZE/QUEUE/START [/qualifiers] -
_$ queue-name
$ INITIALIZE/QUEUE/START SYSSPRINT

Creates the queue. If the queue is already
running, this command has no effect. If a
queue exists but is stopped, you can use this
command to modify queue parameters. Jobs
listed in the queue and new jobs execute
under the new parameters.

Starts a stopped queue. If the queue is
already running, the system displays an error
message.

Creates and starts a queue. Include this
command for each queue in the procedure
SYSTARTUP_V5.COM. If the queue is
already running, this command has no effect.
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Table 3-2 lists commands that create and use print execution queues.

Table 3-2 Creating and Using Print Execution Queues

Operation

Creating a
Printer Queue

Creating a
Terminal Queue

Comments

Determine
the device

Set the
device
attributes

Spool the
device

Create and
start the
queue

List the
device
queues

Use the
queue

$ SHOW DEVICE L

$ SET PRINTER -

_$ /UPPER LPAO

$ SET DEVICE -

_$ /SPOOLED LPAO

$ INITIALIZE/QUEUE -
_$ /START/ON=LPAO -
_$ LINE_PRINTER

$ SHOW QUEUE/ALL -

_$ /DEVICE

$ PRINT FILE.DAT

S SHOW DEVICE T

$ SET TERMINAL -
_$ /PERMANENT -
_$ /NOTYPE_AHEAD -
_$ /SPEED=2400 -
_$ /NOBROADCAST -
_S$ TTA3

$ SET DEVICE -
_$ /SPOOLED=WORK1 -
_$ TTA3

$ INITIALIZE/QUEUE -

_$ /TERMINAL -
_$ /START/ON=TTA3 -
_$ LINE_PRINTER

$ SHOW QUEUE/ALL -
_$ /DEVICE

$ PRINT FILE.DAT

Lists the devices and selects
one.

Sets the attributes of the
printer or terminal to match
its physical attributes or to
force the printer to produce
specific output. (For example,
/UPPER causes all jobs to
be printed in uppercase.)
Terminals must have certain
attributes set as shown.
(Speed should be specified to
match the terminal speed.)

Enables COPY commands
and write statements for that
device; you can specify an
intermediate device or use
the current default device
(SYS$DISK).

Assigns the queue a different
name than its device name

if desired by using the /ON
qualifier. (By default, the
name of the queue matches
the name of the printer.)

Displays all execution
queues.

Since the PRINT command
sends files to the SYS$PRINT
queue by default, and the
name of the print execution
queue for the LPAO printer

is SYS$PRINT, the first
command prints FILE.DAT on
LPAO. The second command
is similar, but the SYS$PRINT
queue is defined to print on
TTAS.
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Creating Generic Print Queues

Establish gene'ric print queueé when you have more than one printer set up in the same fashion,
and want to share the processing among the printers.

« The system does not move jobs from generic queues to execution queues initialized with
/NOENABLE_GENERIC qualifier.

«  Execution queues are given the /ENABLE_GENERIC attribute by default.

Table 3-3 shows the steps used in creating and using generic print queues.

Table 3-3 Creating and Using Generic Print Queues

Operation

Command

Comment

Creates an execution
queue for a printer

Creates an execution
queue for another printer

Creates a generic print
queue

Creates a generic print
queue with specific
execution queues

Uses the generic print
queue

$ SET PRINTER/UPPER LPAO
$ SET DEVICE/SPOOLED LPAO

$ INITIALIZE/QUEUE/START -
_$ LPAO

$ SET PRINTER/UPPER LPBO
$ SET DEVICE/SPOOLED LPBO

$ INITIALIZE/QUEUE/START -
_$ LPBO

$ INITIALIZE/QUEUE/START -
_$ /GENERIC SYSS$PRINT

$ INITIALIZE/QUEUE/START -
_$ /GENERIC=(LPAO,LPBO) -
_$ SYSSPRINT

$ PRINT FILE.DAT

For example, the printer device
LPAO

For example, the printer device
LPBO

' This queue receives default

print jobs and dispense them to
any execution print queues that
do not use the /INOENABLE _
GENERIC qualifier.

This queue receives default print
jobs and dispense them to LPAO
or LPBO. '

SYS$PRINT is the default queue
for the PRINT command. In

this example, SYS$PRINT is a
generic print queue. The file is
printed on LPAQ if it is available.
If LPAOQ is not available, and
LPBO is available, the file is
printed on LPBO.
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Example 3-3 shows queue status display of current, pending, and holding jobs.

Example 3-3 Queue Status Display of Current, Pending, and Holding Jobs

$ SHOW QUEUE/DEVICE/GENERIC

Generic

Entry

Printer

Entry

494

Printer

queue AFTERS,

Jobname Username
LATER JONES
queue FORM3, stopped
Jobname Username
MATH JONES
TEST JONES
queue LPAO

Jobname Username
MEMO JONES
queue LPBO

Jobname Username
ACTION JONES
TABLES JONES
queue LPCO

Jobname Username
FORTEST JONES
queue OVERNIGHT, stopped
Jobname Username
LONG JONES
BIGJOB JONES

printer queue SYS$PRINT

Jobname Username
MEMO JONES
printer queue TERYM,
Jobname Username
PROG JONES
NOTES JONES

on TTA3:

assigned to LPCO

Blocks

Blocks

Blocks

Pending
Pending

Status

Printing

Status

Printing
Pending

Status

Printing

Status

Pending
Pending

Status

Pending

Status

Printing
Pending
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Automatic Qu_eue Creation

To invoke automatic queue creation at boot time:

Include queue commands in the startup command procedure to start queues at system

startup.

It is better to include a line in the startup command procedure to invoke a separate

command procedure to start up queues.

System shutdown procedure stops all queues (SYS$SYSTEM:SHUTDOWN.COM).

Example 34 illustrates startup commands in SYSTARTUP_V5.COM.

Example 3-4 Startup Commands in SYSTARTUP_V5.COM

N nnnrhrnnahrNNONNnNN

SET NOON
]

! Define and start up printer queues

1

SET PRINTER/LOWER LPAO

SET DEVICE/SPOOLED LPAO
INITIALIZE/QUEUE/START/DEFAULT= (BURST, FLAG)
1

SET PRINTER/LOWER LPBO

SET DEVICE/SPOOLED LPBO
INITIALIZE/QUEUE/START LPBO

'

SET PRINTER/LOWER LPCO

SET DEVICE/SPOOLED LPCO
INITIALIZE/QUEUE/NOENABLE_GENERIC LPCO

1

! Define and start up a generic print queue
]

INITIALIZE/QUEUE/GENERIC/START SYSSPRINT
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Monitoring Print Queues and Jobs

You can monitor the status of print queues. The amount of information displayed depends on
your privileges and queue ownership rights.

Monitoring Print Queues

» Use the SHOW QUEUE command to monitor an entire queue:

$ SHOW QUEUE [/qualifiers] [queue-name]
$ SHOW QUEUE/SUMMARY/DEVICE= (PRINTER, TERMI NAL}

« Default action is to display status of all queues and all jobs owned by you.
* Queues are displayed in alphabetical order.
* Qualifiers provide selection of the type and amount of queue information to be displayed.

* Queue status codes indicate current state of the queue (see Table 3-6).
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The SHOW QUEUE qualifiers allow you to select the type of queue information you want to
display (see Table 3—4), or the amount of information you want to display (see Table 3-5).

Table 3-4 SHOW QUEUE Qualifiers for Displaying Types of Queues

Qualifier

Description

/BY JOB_STATUS=status-type

/BATCH

/DEVICE=keyword-list

/GENERIC

Displays queues that contain jobs of a specified type

of status. If no keyword is specified, the jobs of all
status-types are displayed. The types are EXECUTING,
HOLDING, PENDING, RETAINED, and TIMED_RELEASE.

Displays the status of batch execution queues.

Displays particular type of queue: PRINTER, SERVER, or
TERMINAL. If no keywords are specified, all types of output
qgueues are displayed.

Displays the status of generic queues.

Table 3-5 SHOW QUEUE Qualifiers for Displaying the Amount of Queue Information

Qualifier

Description

/ALL JOBS or
/ALL ENTRIES

/BRIEF

/FILES

/FULL

/SUMMARY

Displays information about all jobs or entries for the
selected queue.

Displays a brief listing of information about job entries in the
queue. The brief listing is the default when no qualifier is
specified with the SHOW QUEUE command.

Adds the list of files associated with each job to the display.

Displays complete queue and job information, including any
ACLs set for the queue.

Displays the total number of executing, pending, holding,
retained, and time-released jobs.
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Table 3—6 shows queue status codes.

Table 3—6 Queue Status Codes

Status Code

Description

Aligning

Device unavailable
Operator service
Pausing

Paused

Resuming

Resetting

Stalled

Starting

Stop pending

Stopped

Stopping

The queue manager is processing a START/QUEUE/ALIGN
command.

Device to which the print symbiont is assigned is not available.
A PRINT/OPERATOR command has been executed.

The queue manager is processing a STOP/QUEUE command.
A STOP/QUEUE command has been executed.

The queue manager is processing a START/QUEUE command on a
paused queue.

The queue manager is processing a STOP/QUEUE/RESET
command.

Print symbiont processing is temporarily halted due to a device-related
problem.

Queue has been started, but the print symbiont process is not yet
active.

Queue will be stopped when current jobs have finished executing.

A STOP/QUEUE command specified with either a /NEXT, REQUEUE,
or RESET qualifier has been executed.

The queue manager is processing a STOP/QUEUE command
specified with either a /INEXT, REQUEUE, or RESET qualifier.
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Monitoring Print Jobs

Use the SHOW ENTRY command to monitor individual jopﬂsr’

$ SHOW ENTRY [/qualifiers] [entry-number or job-name]

$ SHOW ENTRY 228
$ SHOW ENTRY ACTION
$ SHOW ENTRY/USER=JONES

Most SHOW QUEUE qualifiers can be used to select the type and amount of queue information

to be monitored.

Queue status codes indicate current state of the job.

Table 3—7 lists common job status codes.

Table 3—7 Job Status Codes

Status Code

Description

Aborting

Executing

Holding

Holding until

Pending

Printing

Processing

Retained on completion
Retained on error
Stalled

Waiting

Executing job is terminating.

Job is executing from a batch queue.

Job is being held until explicitly released.

Job is being held until a specified time.

Job is in a wait state, typically waiting to be processed.
Job is executing from a printer or terminal execution queue.
Job is executing from a server queue.

Job remains in the queue upon completion.

Job remains in the queue upon encountering an error.
Job is executing on a print queue that is stalled.
Symbiont refuses the job.
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Setting Print Queue Attributes

The VMS system assigns certain default attributes to each queue when you create it, such as:
« Owner (defaults to the user of the process creating the queue)

« Base priority

»  Printer form definition

« Protection code

You can override these default attributes by defining different values for them when you create
the queue. You can also define values for other attributes such as:

*  Number of separation pages for print jobs
*  Maximum and minimum allowed sizes of print jobs

*  Printer characteristics

See Table 3-8 for details on when to use the proper command to specify or modify a queue’s
attributes. Example 3-5 illustrates a situation where a queue is modified while running.

Table 3-8 Commands to Modify Queue Attributes at Certain Times

Command When to Use

INITIALIZE/QUEUE When the queue is being created (does not currently exist).
SET QUEUE ’ After the queue has been created, but is currently stopped.
START/QUEUE

INITIALIZE/QUEUE

SET QUEUE When the queue exists and is currently running.

Not all parameters can be changed while the queue is running.
See the output from HELP SET QUEUE for a list of parameters
that can be changed.
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Example 3-5 shows how to modify a running queue.

Example 3-5 Modifying a Running Queue

$ SHOW QUEUE/FULL LPAO

Printer gueue LPAO
/BASE_PRIORITY=4 /FORM=DEFAULT Lowercase /OWNER=[SYSTEM]
/PROTECTION=(S:E,0:D,G:R,W:W)

$

$ SET QUEUE/SEPARATE=(BURST, TRAILER) LPAO

$

$ SHOW QUEUE/FULL LPAO

Printer queue LPAO
/BASE_PRIORITY=4 /FORM=DEFAULT Lowercase /OWNER= [ SYSTEM]
/PROTECTION=(S:E,0:D,G:R,W:W) /SEPARATION=(BURST, TRAILER)

5

$ PRINT/HEADER MEMO.TXT

Job MEMO (queue SYSSPRINT, entry 349) started on SYSS$SPRINT

$
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Specifying Separation Pages
Separation pages are used to delineate between individual jobs and files within jobs.
» Job separation pages

« File separation pages

Defaults can be set for separation pages on a queue (system default is no separation pages).
Separation page attributes can be viewed with SHOW QUEUE/FULL (See Example 3-6).
Example 3-6 SHOW QUEUE — Job and File Separation Page Defaults

$ SHOW QUEUE/FULL LPCO

Printer queue LPCO
/BASE_PRIORITY=4 /DEFAULT= (FLAG)
/FORM=DEFAULT Lowercase /OWNER=[SYSTEM] /PROTECTION=(S:E,O:D,G:R,W:W)
/SEPARATE= (BURST,FLAG, TRAILER)

« Use /SEPARATE=o0ption for job separation pages (See Table 3-9).
+ Use /DEFAULT=option for file separation pages
* Users can override defaults set for file separation pages

« Users cannot override defaults set for job separation pages
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Print Order of Pages

The order of printed pages when all file and job separation page defaults are set is:

b
.

File burst page (/DEFAULT=BURST)

File flag page (/DEFAULT=FLAG) (See Figure 3-1)

File contents are printed

File trailer page (/DEFAULT=TRAILER) (See Figure 3-2)
Job burst page (/SEPARATE=BURST)

Job flag page (/SEPARATE=FLAG) (See Figure 3-3)

System repeats previous four steps until all files in job are printed

©® N o o » w0 b

Job trailer page (/SEPARATE=TRAILER) (See Figure 3—4)
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Table 3-9 lists separation page options for the /SEPARATE qualifier.

Table 3-9 Job Separation Page Options for the /SEPARATE Qualifier

Option

Description

[NO]BURST

[NO]FLAG

[NO]JTRAILER

Specifies a copy of the flag page printed in such a way as to
overprint the perforation between the preceding flag page. This
makes it possible to determine job breaks in a stack of paper when
viewed from the edge side of the paper. Note that if you specify a
burst separation page, you do not need to specify a flag page, as
it is printed automatically with the burst page.

Specifies that a page is printed preceding the job with the name of
the user printed in large letters.

Specifies that a single summary sheet is printed following a job,
with the name of the user printed in large letters.

Table 3-10 lists separation page options for the /DEFAULT qualifier.

Table 3—10 File Separation Page Options for the /DEFAULT Qualifier

Option

Description

[NO]BURST [=keyword]

[NO]FLAG [=keyword]

[NO]TRAILER [=keyword]

Specifies whether file burst pages are printed. If the keyword is
ALL (the default), a burst page is placed before each file in the
print job. If the keyword is ONE, a burst page is placed before the
first copy of the first file in the job. Note that if you specify a burst
separation page, you do not need to specify a flag page, as it is
printed automatically with the burst page.

Specifies whether fi