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PREFACE

This manual describes the HSC70 subsystem. It describes HSC70
controls and indicators, error reporting, field replaceable
units, troubleshooting, and diagnostic procedures. All
information in this manual is informational/instructional and is
designed to assist field service personnel with HSC70
maintenance. Operational theory is included wherever such
background is helpful to field service.

Installation procedures, most HSC utilities, and indepth
technical descriptions are not included in this manual. For
source material on these and other subjects not within the scope
of this manual, refer to the list of related documentation at the
end of Chapter 1.



CHAPTER 1
GENERAL INFORMATION

1.1 INTRODUCTION
This chapter includes general information about the HSC70 Mass
Storage Server including:

0 Subsystem block diagrams

0 Packaging and logic module descriptions
0 Maintenance features

0 Physical specifications

0 Related documentation

1.2 GENERAL INFORMATION

Defined as a disk and/or tape subsystem, the HSC70 can interface
with multiple hosts using the Computer Interconnect (CI) bus. 1In
case of bus failure, two CI buses are included with the
subsystem. Refer to Figure 1-1 for a sample five-node cluster
confiquration utilizing two HSC70s and three host computers. 1In
this fiqgure, all three hosts access both HSC70s over the CI bus,
and through dual porting, both HSC70s can access the tape
formatter and the disks.

The HSC70 supports a combination of eight disk and tape data
channels. Each disk data channel supports four drives over the
Standard Disk Interface (SDI). Each tape data channel supports
four tape formatters over the Standard Tape Interface (STI).
Depending upon which formatter is used, from one to four tape
transports can be supported by each formatter.

Consult the HSC70 software release notes for the maximum number
of tape formatters conforming to the STI bus. These software
release notes are shipped with each HSC70 and with updates of the
software,.
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Figure 1-1 Redundant Cluster Configuration

1.2.1 HSC70 Cabinet Layout

HSC70 logic and power systems are housed in a modified H9642
cross-products cabinet with both front and rear access. See
Figure 1-2 for front view of the cabinet.
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CX—-906B

Figure 1-2 HSC70 Cabinet - Front

On the front of the cabinet are the operator control panel
switches and indicators. Switch operation and indicator
functions are described in Chapter 2.

To access the cabinet interior, open the front door with a key.
The door key is part of the door-lock mechanism, part number
12-25411-01.
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The upper right-hand portion of the cabinet houses the RX33 dual
drives and connectors for the operator control panel.

The HSC70 contains two power supplies. Both are housed
underneath the RX33. See Figure 1-3. Each power supply has a
fan drawing air from the front of the cabinet across the power
unit and exhausting it through a rear duct.

RX33

OCP SHIELD

I~ MAIN
POWER
SUPPLY
CARD AUXILIARY
CAGE POWER
SUPPLY
CX-9278

Figure 1-3 HSC70 - Inside Front View



A l4-slot card cage with a corresponding backplane provides
housing for the HSC70 logic modules (L-series extended hex).

When viewed from the front, the card cage occupies the upper left
of the cabinet. Above the card cage is a module utilization
label indicating the slot location of each module (Figure 1-4).
All unassigned slots contain baffles.

Disk Data Channel
L0O108—YA
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Figure 1-4 HSC70 Module Utilization Label Example

NOTE

Requestor slots A, B, C, D, E, F, M, and N,
illustrated in Figure 1-4, are optional tape or
disk data channels. Optional slot labels are
blank when no module is present. Appropriate
labels are provided with each data channel option
ordered.



Logic modules are cooled by a blower mounted behind the card cage
(Figure 1-5). Air is drawn in through the front door louver, up
through the modules, and exhausted through the larger duct at the
back.

NOTE

Figure 1-5 shows the blower motor outlet duct for
current models. Early models have a smaller
blower motor outlet duct.

Two levels of cable connections are found in the HSC70:

backplane to bulkhead and bulkhead to outside the cabinet. All
connections to the logic modules are made via the backplane. All
cables attach to the backplane with press-on connectors.

|| BLOWER

| BLOWER
OUTLET
pucT

INTERNAL
Ci CABLES

CONTROLLER

HSC70 EXTERNAL
CABLING C! CABLES

BULKHEAD EXTERNAL

SI CABLES
CX-890B

Figure 1-5 HSC70 - Inside Rear View



The power controller is in the lower left-hand rear corner of the
HSC70. The power control bus, delayed output line, and noise
isolation filters are housed in the power controller.

Exterior CI, SDI, and STI buses are shielded up to the HSC70
cabling bulkhead. These cables are attached to bulkhead
connectors located at the bottom rear of the cabinet., From the
interior of the I/0 bulkhead connectors, unshielded cables are
routed to the backplane.

1.2.2 External Interfaces
Figure 1-6 shows the external hardware interfaces used by the
HSC70.

—C| BUS————————O0ONE OR MORE HOST COMPUTERS
——SDI BUS ————DISK DRIVES
HSC70 (ONE CABLE PER DISK DRIVE)
CONTROLLER ——STI BUS —————TAPE FORMATTER
{(ONE CABLE PER FORMATTER)
L ASCIl———————CONSOLE TERMINAL
SERIAL LINE (1/0 BULKHEAD J860)
- ASCIl————— (NOT USED)
SERIAL LINE
- ASCI{ —————(NOT USED)
SERIAL LINE
—— RX33DISK DRIVE
SIGNAL INTERFACE {(BACKPLANE J18)
——RX33 DISK DRIVE
CX—928B

Figure 1-6 HSC70 External Interfaces
External interface lines include:

0o CI Bus - Four coaxial cables (BNCIA-XX): two-path
serial bus with a transmit and receive cable in each
path. The communication path between system host(s) and
the HSC70.

0 SDI Bus - Four shielded wires for serial communication
between the HSC70 and disk drives (one SDI cable per
drive per controller) (BC26V-XX).

0 STI Bus - Four shielded wires for serial communication
between the HSC70 and the tape formatter (one STI cable
per formatter) (BC26V-XX).



o Serial Line Interface - RS-232-C cable for console
terminal communication with the I/O control processor
module. ‘

o RX33 signal Interface - Cable linking RX33 drives with
the RX33 controller located on the M.std2 module.

1.2.3 Internal Software

Major HSC70 software modules operating internally are shown at a
Block level in Figure 1-7. Each software module is described in
the following lists.

HOST CPUs TAPES DISKS
K.Cl K.STI K.SDI
cl STI SDI DIAGNOSTIC UTILITY
MANAGER MANAGER MANAGER SUB— PROCESSES
ROUTINES
MSCP ERROR TAPE DISK DIAGNOSTIC UTILITIES
PROCESSOR PROCESSOR 1/0 1/0 MANAGER MANAGER
MANAGER MANAGER
HSC70 CONTROL PROGRAM
RX33 DRIVES CONSOLE TERMINAL
CX—929A
Figure 1-7 HSC70 Internal Software
0 HSC70 Control Program - (found on the System diskette)

is the lowest level manager of the subsystem. It
provides a set of subroutines and services shared by all
HSC70 processes. This program performs the following
functions:
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- Initializing and reinitializing the subsystem
- Managing the RX33 local storage media
-~ Executing all auxiliary terminal I/O

- Scheduling processes (both functional and
diagnostic) for execution by the P.ioc

- Providing a set of system services and system
subroutines to HSC70 processes.

Functional processes within the HSC70 communicate with
each other and the HSC70 control program. They
communicate through shared data structures and
send/receive messages.

MSCP Processor - 1s responsible for validating,
interpreting, and routing incoming MSCP commands and
dispatching MSCP completion acknowledgments.

CI Manager - is responsible for handling virtual circuit
and server connection activities,.

Error Processor - responds to all detected error
conditions. It reports errors to the diagnostic manager
and attempts to recover from errors (ECC, bad-block
replacement, retries, etc.). When recovery is not
possible, a diagnostic is run to determine if the
subsystem can function without the failing resource.
Then appropriate action is taken to remove the failing
resource or to terminate subsystem operation.

Tape I/0 Manager - sets up the data transfer structures
for tape operations and manages the physical positioning
of the tape.

STI Manager - handles the STI protocol, responds to
attention conditions, and manages the online/offline
status of the tape drives.

Disk I/O Manager - performs the following functions:

- Translates logical disk addresses into
drive-specific physical addresses

- Organizes the data-transfer structures for disk
operations

- Manages the physical positioning of the disk heads



0

SDI Manager - performs the following:
- Handles the SDI protocol
- Responds to attention conditions

- Manages the online/offline status of the disk drives

Diagnostic Manager - is responsible for all diagnostic
requests, for error reporting, and for error logging.
It also provides decision-making and
diagnostic-sequencing functions and can access a large
set of resource-specific diagnostic subroutines.

Diagnostic Subroutines - run under the control of the
Diagnostic Manager and are classified as inline
diagnostics.

Utilities Manager - performs the following functions:
- Interpreting incoming utility requests

- Setting up the appropriate subsystem environment for
operation of the requested utility

- Invoking the utility process

- Returning the subsystem to its normal environment
upon completion of the utility execution

Utility Processes - perform volume-management functions
(formatting, disk-to-disk copy, disk-to-tape copy,
tape-to-disk restore). They also handle miscellaneous
operations required for modifying subsystem parameters
or for analyzing subsystem problems ({such as COPY,
PATCH, and error dump).

1.2.4 Subsystem Block Diagram
The HSC70 is a multimicroprocessor subsystem with two shared
memory structures, one for control and one for data. 1In

addition,

the HSC70 I/0 control processor fetches its own

instructions from a private (program) memory. Figure 1-8 shows

an HSC70

block diagram and the position of each component in the

subsystem.
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1.3 MODULE DESCRIPTIONS
This section describes each of the HSC70 logic modules.
References to modules by their engineering terms appear
throughout HSC70 documentation as well as on diagnostic
the engineering term is shown 1in

printouts.

For this reason,

Subsystem Block Diagram

parentheses after the formal name for each module.
relationships are also indicated in Figure 1-8 and Table 1-1.

These

CX-930B



Table 1-1 Module Nomenclature
Module Engineering Module
Name Name Designation
Port Link LINK L0100
or
Interprocessor
Link Interface
Port Buffer PILA L0109
Port Processor K.pli L0107
Disk Data Channel K.sdi L0O108-YA (HSCS5X-BA)
Tape Data Channel K.sti L0108-YB (HSC5X-CA)
Input/Qutput Control P.ioj L0111
Processor
Memory M.std?2 L0117
Host Interface K.ci Ccnsists of Port Link, Port

Buffer, and Port Processor
Modules

1.3.1 Port Link Module (LINK) Functions

The port
set (K.ci

o}

link module (L0100), a part of the host interface module
) performs the following functions:

Serialization/deserialization, encoding/decoding, dc
isolation - permits transmission of a self-clocking
stream over the CI. {Information transmitted cver the
CI bus is serialized and Manchester encoded.) The driver
circuit includes a transformer for ac coupling the
encoded signal to the coaxial cable. Information
received from a CI transmission is decoded and converted
to bit-parallel form. The circuitry also provides
carrier detection for determining when the CI is in use
by another node.

Cyclic redundancy check (CRC) generation/checking -
checks the 32-bit CRC character generated and appended
to a message packet when it is received. An incorrect
CRC means either errors were induced by noise or a
packet collision occurred.



o ACK/NAK generation - generates an ACK upon receipt of a
packet addressed to the LINK if the following conditions
exist:

- Error-free CRC

- Buffer space available for the message

Upon receipt of a packet addressed to this node, a NAK
is generated if the following conditions exist:

- Error-free CRC

- No buffer space available for the message
No response is made if a packet addressed to this node
is received with CRC error.

o Packet transmission - performs the following functions:

- Executes the CI arbitration algorithm

- Transmits the packet header

- Moves the stored information from the transmit
packet buffer to the Manchester encoder

- Calculates and appends the CRC to the end of the
packet

- Receives the expected ACK packet

o Packet reception - performs the following functions:
- Detects the start of the CI transmission
-~ Detects the sync characters
- Decodes the packet header information
- Checks the CRC
- Moves the data from the Manchester decoder

- Returns the appropriate ACK packet



The port link module interfaces via line drivers/receivers
directly to the CI coaxial cables. On the HSC70 interior side,
the port link module interfaces to the port buffer module through
a set of interconnect link (ILI) signals. The port link module
also interfaces to the port processor module (indirectly through
the port buffer module) using a set of port link interface (PLI)

signals.

1.3.2 Port Buffer Module (PILA) Functions

The port buffer module (L0109) provides a limited number of
high-speed memory buffers to accommodate the difference between
the burst data rate of the CI bus and HSC70 internal memory
buses. It also interfaces to the port link (CI link) module via
the ILI signals and the port processor module via port/link
interface (PLI) signals.

1.3.3 Port Processor Module (K.pli) Functions And Interfaces
The port processor module (L0107-YA) performs the following
functions:

o Executes and validates low-level CI protocol

o Moves command/message packets to/from HSC70 control
memory and notifies the correct server process of
incoming messages

0 Moves data packets to/from HSC70 data memory

The port processor module interfaces to three buses:
o PLI bus interfaces the port buffer and port link modules
0 Control memory bus interfaces HSC70 control memory

o Data memory bus interfaces HSC70 data memory

1.3.4 Disk Data Channel Module (K.sdi) Functions

Disk data channel module (L0108-YA) operation is controlled by an
onboard microprocessor with a local programmed read-only memory
(PROM). This data channel module performs the following
functions:

o Transmits control and status information to the disk
drives

0 Monitors real-time status information from the disk
drives

1-14



©o Monitors in real time the rotational position of all the
disk drives attached to it

o Transmits data between HSC70 data memory and the disk
drives

o Generates and compares error correction code (ECC) and
error detection code (EDC) during data transfers

Commands and responses pass between the disk data channel
microprocessor and other internal HSC70 processes through control
memory. The disk data channel module interfaces to the control
memory bus and to the data memory bus. It can also interface to
four disk drives with four individual SDI buses. Currently,
combinations of up to eight disk data channel modules are
possible in the HSC70. Configuration guidelines are found in the
HSC70 Installation Manual.

1.3.5 Tape Data Channel Module (K.sdi) Functions

Tape data channel module (L0108-YB) operation is controlled by an
onboard microprocessor with a local programmed read-only memory
(PROM). The tape data channel performs the following functions:

o Transmits control and status information to the tape
formatters

0 Monitors real-time status information from the tape
formatters

0 Transmits data between the data memory and the tape
formatters

0 Generates and compares the EDC during data transfers

Commands and responses pass between the tape data channel
microprocessor and other internal HSC70 processes through control
memory. The tape data channel module interfaces to the control
memory bus and to the data memory bus. Maximum configqurations
are outlined in the software release notes.

1.3.6 1Input/Output (I/0) Control Processor Module (P.ioj)
Functions

The I/0 control processor module (L011ll) uses a PDP-11 ISP (J-11)

processor with memory management and memory interfacing logic.

This processor executes the HSC70 internal software. Also, the

I/0 control processor module contains the following:



0 Bootstrap read-only memory (ROM)

o Arbitration and control logic for the control and data
buses

0 Program-addressable registers for subsystem
initialization and operator control panel communications

o Handles all parity checking and generation for its
accesses to memory

o Contains program memory instruction cache, 8 Kbytes of
direct map high-speed memory

The I/0 control processor module interfaces to:
0 Program memory on the program memory bus

o Control memory through the signals of the backplane
control bus

0 Data memory through signals of the backplane data bus
o RX33 disk drives

0 Console terminal RS-423 compatible signal levels

1.3.7 Memory Module (M.std2) Functions

The memory module (L0117) contains three separate and independent
memories each residing on a different bus within the HSC70. 1In
addition, the memory module contains the diskette controller.

The three memories and diskette controller are known as:

0 Control Memory (M.ctl) - Two banks of 256 Kbytes of
dynamic RAM for subsystem control blocks and
interprocessor communication structures storage.

o Data Memory (M.dat) - 512 Kbytes of status RAM to hold
the data from/to a data channel module.

o Program Memory (M.prog) - 1 megabyte of RAM for the
control program loaded from the RX33 diskette.

0o RX33 Diskette Controller (K.rx) - resides on the program
bus and performs direct memory access word transfers
when reading or writing data to the RX33 diskette.

Using physical addresses, the memory space allocations for the
three memories are illustrated in Figure 1-9.



22-BIT ADDRESS ALLOCATION

ADDRESS SPACE BUS
17777777| ;0 PAGE

INTERNAL
17770000
17767777] CONTROL

WINDOWS CBUS
17760000
17757777 UNDEFINED
< :P NONE

17000000
16777777 M.CTL

CBUS
16000000
15777777 i DAT

DBUS
14000000
13777777} UNUSED

PBUS
04000000
03777777} M.PROG

PBUS
00000000

Figure 1-9 Memory Map (M.std2 - LO0117)

SIZE

2KW

2KW

248KW

256KB(X2)

512KB

2MB

1MB

NOTE

COMMENT

INTERNAL REGISTERS

RESERVED ADDRESSES

NOT ACCESSIBLE

CONTROL MEMORY

DATA MEMORY

EXPANSION ROOM

PROGRAM MEMORY

0-4000 RESERVED
FOR TRAP VECTORS

CX-931A

Two completely redundant memory banks make up
control memory. Only one bank at a time is
usable during functional operation. Bank failure
detection and bank swapping are done at boot

time.

Interface to control memory is by the backplane control bus and

to data memory by the backplane data bus.

I/0 control processor local program memory is via a set of
backplane signals to the program memory module. In addition,
memory module houses the control circuitry for the RX33 disk

drives.

1.4 HSC70 MAINTENANCE STRATEGY

The interface to the

the

Maintenance of the HSC70 is accomplished with field replaceable
units (FRUs). Procedures for removal and replacement are
described in Chapter 4. Field service personnel should not
attempt to replace or repair component parts within FRUs.



Isolation of solid failures can be accomplished efficiently due
to the logical partitioning of the modules and extensive internal
diagnostics. In addition to the device-resident diagnostics, the
HSC70-resident offline diagnostics are available to support and
verify corrective maintenance decisions.

1.4.1 Maintenance Features
The following features assist in troubleshooting the HSC70:

0o Self-contained and self-initiated diagnostics
0 Operator control panel fault code display
o Console terminal

o Module LED indicators

Various levels of diagnostics execute in the HSC70. Read-only
memory (ROM) diagnostics test each microprocessor in the disk and
tape data channels, port processor, and I/O processor modules.
Pressing the HSC70 Init button starts all internal ROM
diagnostics that test 95 percent of the HSC70.

The OCP or the console terminal displays any failures. If
further diagnostics are needed, use the terminal to initiate
diagnostics stored on the RX33 diskettes.

The RX33 loads all HSC70 troubleshooting diagnostics upon
operator demand to check SDI/STI communication and interaction
between the HSC70 and disk or tape. Powerup, subsystem
initialization, or operator command can initiate these
diagnostics. Also, certain resource failure detections can
initiate them automatically.

The HSC70 subsystem allows logical assignment of a disk drive or
tape formatter to the diagnostics. 1Inline diagnostics allow
drive diagnosis even though other active drives are connected to
the HSC70.

Background (periodic) diagnostics test HSC70 logic not currently
in use by the subsystem. Failures cause the HSC70 to reboot and
execute the initialization diagnostics.

Requestor detected data memory errors cause an initiation of the
inline memory diagnostics to test the buffer causing the error.
Failures found in any data buffer cause removal of that buffer
from service. If no failure is found, the tested buffer is
returned to service, with one exception. If the same buffer is
sent to test twice, it is retired from service even though no
failure is found.



1.4.2 HSC70 specifications
Figure 1-10 lists the HSC70 physical and environmental

specifications.

DESCRIPTION OPTION DESIGNATION

HSC70—AA = 60 HZ, 120/208V
HSC70 MASS STORAGE SERVER Se70-RB — 50 12 38047V

MECHANICAL

MOUNTING WEIGHT HEIGHT WIDTH DEPTH CAB TYPE
CODE LBS | KG IN | cm IN cM IN cM (IF USED)
MODIFIED

Fs s00 | 1812 | 42 | 1067 | 213 | 541 | 36 91.4 DIF!

POWER {AC)

AC VOLTAGE AC VOLTAGE FREQUENCY PHASE STEADY-STATE |POWER CONSUMPTION
NOMINAL TOLERANCE | & TOLERANCE CURRENT (RMS) (MAX)
120/208 104-128/180-222 60 HZ £1 3 SEE BELOW 2250 WATTS
380—-415 331-443 50 HZ * 1 3 SEE BELOW 2250 WATTS
POWER (AC)
STEADY-STATE CURRENT (MAX AMPS) BY PHASE
120/208V PHASE A = 0.7 380—-415V PHASE A = 0.44
PHASE B = 124 PHASE B = 6.8
PHASE C = 11.8 PHASE C = 6.4
NEUTRAL = 17.1 NEUTRAL = 9.4
POWER (AC)
PLUG TYPE (NEMA NO.)|POWER CORD LENGTH} INTERRUPT TOLERANCE | APPARENT POWER (KVA)
NEMA - L21-30P 15 FT (4.5 M) 4MS (MIN) 3.0 (KVA)
POWER (AC)
INRUSH CURRENT 60HZ INRUSH CURRENT 50HZ SURGE DURATION
175 A PEAK 175 A PEAK 1 CYCLE
DEVICE ENVIRONMENT
TEMPERATURE RELATIVE HUMIDITY RATE OF CHANGE HEAT DISSIPATION
OPERATING*| STORAGE [OPERATING| STORAGE TEMP HUMIDITY | BTU/HR KJ/HR
59 — 90° F |-40 — +151°F 20° F/HR
20 — 80% < 96% 20%/HR 7675 8100
15 — 32°C |-40-+66°C 11°C/HR

DEVICE ENVIRONMENT

ALTITUDE (MAX} AIR VOLUME (AT INLET) AIR QUALITY
OPERATING STORAGE FT3 /MIN M3/MIN PARTICLE COUNT (MAX)
8000 FT 16,000 FT
210 5.92 N/A
2.4 KM 4.9 KM

* ALTITUDE CHANGES: DE-RATE THE MAXIMUM TEMPERATURE 1.8° C PER THOUSAND METERS
(1.0° F PER THOUSAND FEET).
CX-912C

Figure 1-10 HSC70 Specifications
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1.5 HSC70 RELATED DOCUMENTATION
Documents related to the HSC70 are available under the following

part numbers:

0

(o}

HSC User Guide AA-GMEAA-TK

HSC70 Installation Manual EK-HSC70-IN

HSC70 Illustrated Parts Breakdown EK-HSC70-IP
Star Coupler User Guide EK-SC008-UG

VT220 Owners Manual EK-VT220-UG

VT220 Programmer Pocket Guide EK-VT220-HR

VT220 Installation Guide EK-VT220-IN

Installing and Using the LA50 Printer EK-0LAS0-UG

LA50 Printer Programmer Reference Manual EK-0LAS0-RM

These documents (except for the User Guide) can be ordered from
Publication and Circulation Services, 10 Forbes Road, Northboro,
Massachusetts 01532 (RCS Code: NR12, Mail Code: NRO3/W3).

The User Guide can be ordered from the Software Distribution
Center, Digital Equipment Corporation, Northboro, Massachusetts

01532

NOTE

Please consult the HSC Software Release Notes for
the latest hardware revision levels.



CHAPTER 2
HSC70 CONTROLS/INDICATORS

2.1 INTRODUCTION
This chapter describes the controls and indicators located in
five areas of the HSC70:

0 Operator Control panel (OCP)

0 Inside front door

0 RX33 disk drives

o Logic modules

o Power controller

2.2 OPERATOR CONTROL PANEL (OCP)
Figure 2-1 illustrates the controls and indicators on the
Operator Control panel (OCP).

MOMENTARY MOMENTARY  ALTERNATE

CONTACT CONTACT ACTION
SWITCH SWITCH SWITCH
\ \ |
A\ \ |
(- /\\

\ \ /

\ \ , i
vy

, 1k
S |
State -

Power

\ —

Figure 2-1 Operator Control Panel



The OCP controls and indicators are described in the following
list.

o State and Init Indicators - describe the state of the
HSC70. Under runtime conditions, the Init indicator is
off while the State indicator is pulsing. During
initialization, these indicators change to reflect the
current initialization phase of the subsystem.

o Init Switch - causes the HSC70 to start its
initialization routine. The Secure/Enable switch must
be in the ENABLE position for this switch to be
operational.

o Power Indicator - goes OFF if the dc voltage levels drop
below one-third of minimal. The power indicator is
driven from a dc comparator circuit on the I/0 Control
Processor module (L0111l) that constantly monitors the
+5, +12, and -5.2 voltages. The power indicator is also
driven by a logic gate that monitors the Power Fail
signal from the power supplies. If this signal is
asserted, the power indicator goes OFF.

NOTE

The power indicator ON does not mean these
voltages are within specification (+5 percent).

o Fault Indicator and Switch - comes on when the HSC70
logic detects a fault. The Fault switch is used for the
OCP lamp test.

- Fault Codes - When the Fault switch is pressed and
released, the lamps in Init, Online, Fault, and the
two blanks function as an error display. If the
fault code is a hard fatal error, the fault code
blinks on and off until the HSC70 is powered down or
the Init switch is pressed again.

If the displayed fault code is a soft nonfatal
failure, the fault code clears on subsequent
toggling of the Fault switch. Multiple soft fault
codes can be queued in the fault code buffer.
Subsequent toggling of the Fault switch displays
each soft fault code until the buffer is emptied.



Soft fault codes are identified by the Fault
indicator ON (or displayed fault code) while the
State indicator is pulsing. With soft faults, the
HSC continues to operate without the use of the
failing resource. Hard fault codes are identified
by the fault indicator ON (or displayed fault code)
while the HSC State indicator is not pulsing. With
hard faults the HSC will not continue operation
until the failure is remedied.

Error codes associated with the OCP display are
defined in Chapter 8 and in Chapter 4.

- Lamp Test - Pushing and holding the Fault switch
causes all the OCP indicators to light and function
as a lamp test. Even if the Fault indicator is
already on before the switch is pushed, the lamp
test can be executed.

Online Switch - puts the HSC70 logic in the available
state when pushed to the IN position and allows a host
to establish a virtual circuit with the HSC70. When
this switch is released to the OUT position, no new
virtual circuits can be made.

Online Indicator - shows a virtual circuit exists
between the HSC70 and a host CPU when the Online
indicator is on. When this indicator is off, no virtual
circuits are established with any host.

Blank Indicators - form the lowest two bits of a 5-bit
fault code.

2.3 INSIDE FRONT DOOR CONTROLS/INDICATORS
Figure 2-2 shows the controls and indicators available when the

front door is opened.

o)

Secure/Enable Switch - disables the Init switch from the
OCP when in the SECURE position. Also, the SET utility
program cannot run, and the BREAK character from the
terminal is disabled. With the Secure/Enable switch in
the ENABLE position, the Init switch and all the utility
programs can be used.

The SHOW utility is operable with the Secure/Enable
switch in either position.

2-3



Enable Indicator - indicates the Secure/Enable switch is
in the ENABLE position when the Enable LED is
illuminated (all switches can be used). When the Enable
indicator is off, the OCP is secure.

___OCPSHIELD

\ HSC70

SECURE/ENABLE
SWITCH

OCP SIGNAL/POWER
LINE CONNECTOR

CX-902B

Figure 2-2 Controls/Indicators - Inside Front Door



0 RX33 LEDS - are lit to indicate which particular drive
is in use. There is an LED on the front panel of each
drive. When not in use, the RX33 diskettes are stored
inside the front door. See Figure 2-3.

o DC Power Switch - is located on the left side of the
RX33 housing. See Figure 2-3. When the DC Power switch
is in the 0 position, the HSC70 is without dc power.
Moving the switch to the 1 position restores dc power.

JE
1
A e

DRIV/ET \/

|a? ]

=
j =

COVER  DRIVEIN-USE LEDS

PLATE :
DC POWER
SWITCH

DISKETTE
STORAGE
AREA

CX-932B

Figure 2-3 RX33 and DC Power Switch



2.4 MODULE INDICATORS AND SWITCHES

all logic modules have at least one LED to indicate board status.
Refer to Figure 2-4 for the locations of these LEDs and the
Module Utilization Label. Additionally, two of these logic
modules contain specific switches. Figure 2-5 shows the slot
location for each of the modules. Table 2-1 shows the functicns

of the various module LEDS.

1
v , MODULE UTILIZATION

NOT USED—___]

NODE ADDRESS

SWITCHES
\i

) (T

LINK BOARD——bQ 8 micro o7
Q SERIAL LINE UNIT

STATUS
INDICATORS 8 MEMORY Ok

B SEQUENCING

STATE INDICATOR

RUN INDICATOR

&2 W
=

&
a/
2 @
-
-

8 MEMORY ACCESS
Q‘/ INDICATOR

BOARD
STATUS

8
<< INDICATORS

N\ =®

@ reo
(O AMBER
() GREEN

CX—-933A

Figure 2-4 Module LED Indicators



Cl Port Link
L0109-00

L0100-00
Rev:

Rev:

CI Port Buffer

LO107—YA
Rev:
C! Port Processor

Disk Data Channel
LO108-YA
1/0 Control Processor

Rev:
Disk Data Channel

LO108-YA

Disk Data Channel
Rev:

LO108—YA

Rev:
Disk Data Channel

LO108—-YA

Rev:
Disk Data Channel

LO117—AA

Tape Data Channel
Rev:

LO108—YA

Tape Data Channel
Rev:

Tape Data Channel
LO108-YB

L0108-YB
Rev:

Rev:
L0108-YB
Rev:
Memory

LO111
Rev

Figure 2-5
Table 2-1

Module

CX—889A
HSC70 Module Utilization Label Example

Functions of Logic Module LEDs

Color Function

D1 Amber Micro-ODT -- Used during J-11 power-up
microdiagnostics.

D2 Amber Terminal Port OK -- Used during J-11
power-up microdiagnostics.

D3 Amber Memory OK -- Used during J-11 power-up
microdiagnostics.

D4 Amber Sequencing Indicator -- Used during J-11
power-up microdiagnostics.

D5 Amber State Indicator -- mirrors the OCP State
indicator.

D6 Amber Run Indicator -- pulses at the on-board
microprocessor run rate.

D7 Red Board Status -- indicates an inoperable

module except during initialization when it
comes on during module testing.



Function

L0117

L0108-YA
L0108-YB

L0107-YA

L0109

D8 Green

Green

Amber

Red

Green

Red

Green

Red

Green

Red

Amber

Green

Red

Board Status -- indicates the module has
passed all applicable diagnostics.

Board Status -- indicates the operating
software is running and has successfully
tested this module.

Indicates "Memory Active" - lit during
every memory cycle.

Board Status -- indicates an inoperable
module except during initialization when it
comes on during module testing.

Board Status -- indicates the operating
software is running and that self-test

module microdiagnostics have completed

successfully.

Board Status -- indicates an inoperable
module except during initialization when it
comes on during module testing.

Board Status -- indicates the operating
software is running and that self-test
module microdiagnostics have completed
successfully.

Board Status -- indicates an inoperable
module except during initialization when it
comes on during module testing.

Board Status -- indicates the operating
software is running and that all applicable
diagnostics have cdmpleted successfully.

Board Status -- indicates an inoperable
module except during initialization when it
comes on during module testing.

Always on.
purposes.)

(Used only for engineering test

Indicates the node is either transmitting
or receiving. Dims or brightens relative to
the amount of local CI activity.

Indicates the module is in the Internal
Maintenance mode.



2.4.1 Module Switches
Specific switches are found on L0100, L0107, and L0109, as

follows:

o)

Port Link Module (L0100) - Figure 2-4 shows the location
of the CI node address switches mounted on the L0100
module. Both sets of switches must be identically set
to avoid CI addressing errors. The chosen address must
not exceed the current maximum of 15 (decimal).
Addresses higher than 15 cause port link module faults
on the OCP (error code of 25 octal).

Port Link and Port Link Buffer Modules (L0107 and L0109)
- Both the L0107 and L0109 modules have dual inline pack
(DIP) switches to indicate the hardware revision level.
DIP switch positions should not be changed except as
directed by a Field Change QOrder. Figure 2-6 shows the
location of the these switches.

“% 1T |

L0109 E L0107 #

< <
< <
C C
.
ﬁ V\\\\\\> i ﬁa =l i

HARDWARE REVISION LEVEL SWITCHES
(DO NOT CHANGE EXCEPT BY FCO)

CX-241C

Figure 2-6 Module (DIP) Switches

P.ioj (L011l1l) - The L0111l module contains two punch-out
connector packs used to assign an unique value to the
P.ioj serial number register. The switch settings
should never be modified in the field.



The P.ioj module serial number is only used when a
default HSC SCS-ID is generated. The SDS-ID is a
hexadecimal number uniquely identifying the HSC as a
node in the cluster. This ID is usually generated by
initializing the HSC70 (toggling the Init switch on the
OCP) while holding in the OCP Fault switch until the
INIPIO banner 1s printed on the console. For all other
reboot cases, the HSC70 P.ioj serial number is not used.

2.5 POWER CONTROLLER

The 881 (Figure 2-7) is a general-purpose, three-phase power
controller that controls and distributes ac power to various ac
devices (power supplies, fans, blower motor, etc.) packaged
within an HSC70. The 881:

o Controls large amounts of ac power with low level
signals.

o Provides ac power distribution to single-phase loads on
a three-phase system.

0 Protects data equipment from electrical noise.
o Disconnects ac power for servicing and in case of
overload.
In addition, the 881 features:
0 Local and remote switching
0 SWITCHED receptacles only
o Convection cooling
0 Rack-mounting
0o AC line filtering
0 DIGITAL power control bus inputs

0 DIGITAL power control bus delayed output (to allow
sequencing of other controllers)

2.5.1 Operating Instructions

The two basic controls on the power controller are the circuit
breaker and the BUS/OFF/ON switch. These and all but one of the
other controls are located on the front panel of the controller
(Figure 2-7).
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Front Panel Controls
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The operator controls are described in the following list:

o Power Controller Circuit Breaker - controls the ac power
to all outlets on the controller. It also provides
overload protection for the ac line loads and is
unaffected by switching the BUS/OFF/ON control.

o Fuse - protects the ac distribution system from an
overload of the power control bus circuitry. The fuse
is located on the front panel of the power controller.

0 DIGITAL Power Control Bus Connections - used if control
bus connections to another cabinet are required.
DIGITAL power control bus MATE-N-LOK connectors are J10,
J11, J12 and J13. Connectors J10 and Jll are not
delayed. Connectors J12 and Jl13 are delayed.

o BUS/OFF/ON Switch - are the three positions of this
switch. Assuming the circuit breaker for the power
controller is ON, the ac outlets are:

- Energized when the BUS/OFF/ON switch is in the ON
position.

- De-energized when the BUS/OFF/ON switch is in the
CFF position.

NOTE

The BUS position is intended for remote sensing
of DIGITAL power control bus instructions. The
switch is left in the ON position when the
DIGITAL power control bus is not used.

0 Total Off Connector - is a two-pin male receptacle on
the back of the power controller (Figure 2-8). It
removes power from the HSC70 whenever the air flow
sensor detects system air-flow loss. To reset the TOTAL
OFF, cycle the circuit breaker off and then back on
again.
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Figure 2-8 881 Rear Panel



CHAPTER 3
REMOVAL AND REPLACEMENT PROCEDURES

3.1 INTRODUCTION

This chapter describes procedures for removing and replacing the
field replaceable units (FRUs) in an HSC70. Observe the
following safety precautions before starting removal and
replacement procedures.

3.2 SAFETY PRECAUTIONS

Because hazardous voltages exist inside the HSC70, only a
qualified service representative should service the subsystem.
Bodily injury or equipment damage can result from improper
servicing. Always use the anti-static wrist strap provided when
removing and replacing logic modules.

WARNING

Always remove power from the HSC70 before
replacing internal parts or cables.

3.3 POWER REMOVAL

Before removing/replacing an FRU, turn off the ac power from the
power controller CBl. Open the back door with 5/32-inch hex
wrench. The power controller is located on the lower left side
of the cabinet. Figure 3-1 shows the location of ac circuit
breaker CBl.

To remove ac power, turn off CBl (Figure 3-1). To ensure
absolute safety, disconnect the ac plug from its receptacle.
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Figure 3-1 Location of Circuit Breaker on the Power Controller



Following are the two methods for removing dc power:

o Turning off the dc power switch, located on the side of
the RX33 housing. See Figure 3-2.

o Turning off CBl (ac power).
WARNING
Ensure the OCP Signal/Power line indicator is

connected; otherwise the power indicator on the
OCP can show power off when the power is on.

HSC70
DC POWER SWITCH

™ OCP SIGNAL/POWER
LINE CONNECTOR

CX-946B

Figure 3-2 DC Power Switch Location



3.4 FIELD REPLACEABLE UNIT (FRU) REMOVAL
Figure 3-3 shows the FRU removal sequence for an HSC70.

OPEN CABINET FRONT DOOR

MODULES

RX33 ocp

OPEN CABINET BACK DOOR

POWER CONTROLLER

BLOWER

AIR FLOW
SENSOR ASSEMBLY

— CABINET FRONT DOOR CABINET BACK DOOR

—— MAIN POWER SUPPLY

L— AUXILIARY POWER SUPPLY
CX-935A

Figure 3-3 FRU Removal Sequence

3.4.1 Access From Cabinet Front Door

The FRUs accessed via the front door include the RX33, the
Operator Control Panel, and the logic modules. Should you decide
to remove the front door use the following procedure:

1. Unlock the cabinet front door and lift the latch to open
the door.

CAUTION

When performing the following steps, take care
not to damage the front spring fingers.



2. Remove HSC70 power by pushing the dc power switch to the
"0" position.

3. Disconnect the ground wire from the door.

4, Disconnect the OCP cable at the bottom of the OCP shield
(Figure 3-2).

5. Pull down on the spring-loaded rod on the top hinge
inside the cabinet and then lift the door off its bottom
pin.

Reverse the removal procedure to replace the front door.

3.4.2 BAccess Frcom Cabinet Back Door

The FRUs accessed via the back door include the Power Controller,
Blower, Air Flow Sensor Assembly, Main Power Supply and Auxiliary
Power Supply. To remove the back door, use the following
procedure.

1. Open the back door with a 5/32-inch hex wrench.
2. Pull down on the spring-loaded rod on the top hinge

inside the cabinet and then lift the door off its bottom
pin.

Reverse the removal procedure to replace the back door.

3.5 RX33 COVER PLATE AND DISK DRIVE REMOVAL AND REPLACEMENT
The RX33 disk drives are slide mounted in the HSC70 cabinet. A
cover plate ensures proper air flow and cooling. Use the
following procedure to remove the RX33 cover plate (Figure 3-4).

1. Unlock the cabinet front door and lift the latch to open
the door.
2. Turn off DC Power (Figure 3-2).

3. Rotate the four fasteners on the RX33 cover plate 1/4
turn and remove the cover plate.

3-5
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Figure 3-4 RX33 Cover Plate Removal
Use the following procedure to remove the RX33 disk drives.

1. Completely loosen the two captive screws holding the
drive assembly and mounting plate to the cabinet frame.

CAUTION

Avoid snagging the cables attached to the rear
of the drives during the next step.

2. Carefully pull out the slide mounted RX33s until they
clear their housing.

3. Support the drives with one hand, and remove the flat
ribbon cables and power cables from the rear of the
drives.

4. Determine whether drive 0 or drive 1 should be replaced.
5. Loosen the captive mounting screws with a flat bladed

screw driver on the drive to be replaced as shown in
Figure 3-5.

3-6
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Figure 3-5 RX33 Disk Drive Removal

Configure RX33 jumpers on the replacement drive as shown
in Figure 3-6. If replacing drive 0, be sure to insert
jumper DSO. If replacing drive 1, be sure to insert
jumper DS1. Section 3.5.1 briefly describes the
function of each jumper.



NOTE

Replacement RX33 drives shipped from the vendor
are not configured for HSC70 application. Two
identical jumpers, DEC part number 12-18783-00,
must be added. If no extra jumpers are
available, remove two jumpers from the defective
drive. Correct jumper configuration is
necessary for proper operation of the
replacement RX33 drive (see next section).

7. Replace the defective drive with a new one.

Reverse the removal procedure to replace the RX33 drives.

Figure 3-6

CX-937A

RX33 Jumper Configurations



3.5.1 RX33 Jumper Configuration
This section defines the RX33 jumpers., Jumpers identified with
an asterisk are connected for HSC operation.

0 * FG = Frame ground connection

o LG = Logic low on NORMAL/HI DENSITY signal enables
high-density mode

0 * HG = Logic high on NORMAL/HI DENSITY signal enables
high-density mode

o * DSO0, 1, 2, 3 = Drive select number 0, 1, 2, 3
o * I = Speed Mode I (dual speed mode)

II = Speed Mode II (single speed mode, 360 RPM only)

O

o * Ul, U2 = Selects mode of operation for loading heads
and lighting bezel LED (see note).

o HL, IU = Selects mode of operation for loading heads and
lighting bezel LED (see note).

o DC = Drive will assert DISK CHANGED signal on pin 34 of
interface cable

0 * RY = Drive will assert DRIVE READY signal on pin 34 of
interface cable

0 ML = Motor enable. No jumper installed for HSC70
application

o RE = Recalibration. No jumper installed for HSC70
application
NOTE

The HSC70 loads heads and lights the drive-in-use
LED when DRIVE SELECT n and READY are both true.

3.6 OPERATOR CONTROL PANEL (OCP) REMOVAL AND REPLACEMENT
If any OCP lamp fails, replace the entire OCP as follows:

1. Open the front door by turning the key clockwise and
lifting the latch.

2. Remove dc power (Figure 3-2).

3. Remove the four Kepnuts securing the OCP shield to the
studs on the front door.



4. Remove the OCP shield.

5. Remove the two screws securing the OCP to the shield
(Figure 3-7).

6. Remove the two connectors from the printed circuit board
on the OCP.

7. Pull out the OCP carefully allowing for indicator and
switch clearance.

Reverse the removal procedure to replace the OCP.

OCP SHIELD
KEPNUTS

OCP CABLE

SECURE/ENABLE
SWITCH

-~
ocp ~ -
MOUNTING ~ |
SCREWS ‘
\. \l//.

INSIDE FRONT DOOR

8%

CX~-938A

Figure 3-7 Operator Control Panel Removal



3.7 LOGIC MODULES REMOVAL AND REPLACEMENT

A Velostat (antistatic) kit must be used during module

removal /replacement. The Velostat kit part number is 29-11762,
For convenience, an antistatic wrist strap is included in the
front door diskette storage area.

>
.

Open the front door by turning the key clockwise.

Push the DC Power switch to the 0 position (off). See
Figure 3-2.

Turn the two nylon latches on the module cover plate
one-quarter turn (Figure 3-8).

Pull the card cage cover up and out.
Check the module utilization label above the card cage
for the location of the desired module. The module
slots are numbered from right to left when viewed from
the front. ’

Remove the module and replace with a new one.

To remove the L0100 port link module, the door latch
plate attached to the left side of the cabinet frame
must be moved away from the module removal path. 1In
production model HSC70s, the latch plate is swivel
mounted. Lift the plate slightly and press it flat
against the cabinet frame. Before closing the cabinet
door, return the door latch plate to its locked
position.

Reverse the removal procedure to replace the card cage cover.
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Figure 3-8 Card Cage Cover Removal

NOTE

The I/0 control processor module is identified by
factory-set jumpers. Each module has a unique
serial number that matches the pattern of the
jumpers. Do not reconfigure these jumpers.

If the port link module is being replaced, ensure
the node address switches are properly set on the
new module. Figure 3-9 shows the location of the
switches. See the system manager for the correct
node address.
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7 N {64
3 128
0 1

~\\\\\PORT LINK MODULE

CX—888A

Figure 3-9 Location of Node Address Switches
3.8 BLOWER REMOVAL AND REPLACEMENT
The blower, which provides forced air cooling for the cabinet, is
removed by using the following procedure:
1. oOpen the back door using a 5/32-inch hex wrench.
2. Turn off ac power (CBl on the power controller).
3. Disconnect the blower power connector.
4. Remove the exhaust duct from the bottom of the blower by

lifting up the quick release latches on each side of the
duct (Figure 3-10).
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5. Disconnect the airflow sensor power connector (J70) to
allow removal of the exhaust duct.

NOTE
Figure 3-10, Figure 3-11, and Figure 3-12 show

the blower outlet duct for current HSC70s.
Early models have a smaller blower motor outlet

duct.
6. Loosen, but do not remove, the three Phillips screws
holding the blower mounting bracket to the cabinet.

7. Lift the blower and bracket up and out of the cabinet.

Reverse the removal procedure to replace the cooling blower.

3 PHILLIPS HEAD SCREWS
(SECURE BLOWER

l///’ MOUNTING BRACKET]

REMOVABLE
EXHAUST DUCT —___|

N T COOLING BLOWER
[ N POWER CONNECTOR

LY

\

AIRFLOW SENSOR AIRFLOW

QUICK RELEASE

POWER CONNECTOR SENSOR LATCHES
o CX-9398

Figure 3-10 Main Cooling Blower Removal



3.9 AIRFLOW SENSOR ASSEMBLY REMOVAL AND REPLACEMENT
The airflow sensor assembly, housed in the cooling duct, is
removed by the following procedure:

1. Open the back door using a hex wrench.

2. Turn off the ac circuit breaker (CBl) on the HSC70 power
controller.

3. Disconnect J70 (Figure 3-11).

4, Remove Phillips head screw that holds mounting clamp to
the duct.

5. Slide sensor assembly out of duct.

PHILLIPS
HEAD
SCREW

SENSOR
CLAMP

AIRFLOW
SENSOR

CX-940B

Figure 3-11 Airflow Sensor Assembly Removal



Reverse the removal procedure to replace the airflow sensor
assembly and follow these three steps:

1.

Align the slots in the airflow sensor tip horizontally
with the floor.

After turning on ac power to the HSC70, test the new
airflow sensor for proper operation.

Ensure the sensor is operable by blocking the flow of
air. Pinching the sensor should trip CBl.

3.10 POWER CONTROLLER REMOVAL AND REPLACEMENT
The power controller must be removed to replace either of the
power supplies.

1.

2.

Open the back door.

Remove rear door latch to allow clearance for power
controller removal.

Remove ac power by placing CBl in the off position
(Figure 3-1).

Unplug the power controller from the power source.

Remove the two top screws and then the two bottom screws
securing the power controller to the cabinet (Figure
3-12). While removing the two bottom screws, push up on
the power controller to take the weight off the screws.

CAUTION
Do not pull the power controller out too far
because cables are connected to the back and
top.
Pull the power controller towards you and then out.
Remove the power control bus cables from J10, J11, J12,
and J13 connectors at the front of the power controller.

Refer to Figure 3-12.

Disconnect the total off connector at the rear of the
power controller.

Disconnect all line cords from the tcp of the power
controller.



NOTE

Be sure to rotate the line cord elbow to the
vertical position if replacing a defective power
controller with a new one. To rotate the elbow
remove the set screw, rotate the elbow to the
position shown in Figure 3-12 and replace the
set screw in the other hole.

MAIN POWER COOLING

SUPPLY LINE BLOWER

CORD LINE CORD
AN

J4 J5 4 J6 R \ 21

g2

DoDDx

37 8 % 9 | 12
PHASE DIAGRAM \\

N
N/
N/

AUXILIARY

POWER SUPPLY
LINE CORD

POWER
CONTROLLER
SCREWS
POWER
CONTROLLER
INE R
- CORD CX-941B

Figure 3-12 Power Controller Removal



Reverse the removal procedure to replace the power controller.

3.11

NOTE

To ensure proper phase distribution, reconnect
the main power supply, auxiliary power supply and
cooling blower line cords as shown in Figure
3-12,

MAIN POWER SUPPLY REMOVAL AND REPLACEMENT

The following procedure covers the removal of the main power

supply:

10.

11.

WARNING
The power supply is heavy. Support it with both
hands to prevent dropping it.
Open the back door using a 5/32-inch hex wrench.
Turn off CB1l (ac power) on the power controller,
Unplug the power controller from the power source.
Remove the front door.

Remove the power controller (Section 3.10) to access the
back of the power supply.

Unplug the main power supply line cord at the power
controller.

Remove the nut from the -V1 stud (ground) con the back of
the power supply (Figure 3-13).

Remove the nut from the +V1 stud (+5 volts) on the back
of the power supply.

Remove the nut from the -v2 (-5.2 volt) stud on the back
of the power supply.

Remove the nut from the +V2 (ground) stud.

Unplug J31 (+12 vdc output from the supply to
backplane).

unplug P32 (+12 vDC and +5 vdc sense lines).



WIRE LIST

COLOR POSITION SIGNAL COLOR POSITION SIGNAL
PUR TBI-3-5 12V PUR TBI-3-1 12 V SENSE
PUR TBI-3-6 12V BLU TBI-2-7 ACC
BLK BRN TBI-2-6 AC

TBI-3-3 GND (12 V)
BLK GRN/YEL TBI-2-5 GND
ORN TBI1-2-2 —5 V SENSE YEL TBI-2-3 ON/OFF (=5,3 V)
BLK TBI-2-1 GND (-5 V SENSE)| ORN TBI-2-2 —5 V SENSE (S2—-)
BRN T81-1-4 POWER FAIL BLU TBI-1-3 ON/OFF 5V
BLK TBI-1-2 GND (5 V SENSE) BLK TBI-1-2 GND (5 V SENSE)
RED TBI-1-1 5V SENSE PUR TBI1-3-2 12V
BLK TBI-3-4 GND (12 V SENSE)

MAIN POWER SUPPLY — REAR VIEW
J35

POWER TO
AIRFLOW SENSOR

-
= ®1||[8@l® POWER FAIL
O /

J3/ 1/ . Q

TO BACKPLANE

P32
TO BACKPLANE

" LINE CORD

CONNECTIONS

Pl B2 433

J34 o TO DC POWER
TO AUXILIARY SWITCH
POWER SUPPLY —e— .

 — - TOBACKPLANE

+5V  GND GND
+V1 -V —V2
MM63

FLEXBUS

CX—-942B8

Figure 3-13 Main Power Supply Cables - Disconnection
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13.

14.

15.

16.

17.

18.

Unplug J33 (to DC power switch).

Unplug J34 (remote on/off jumper to auxiliary power
supply).

Unplug J35 (+12 vdc power to the airflow sensor).

Turn the four captive screws on the front of the power
supply counterclockwise (Figure 3-14).

Pull the power supply out about an inch. Check the back
of the cabinet to ensure the cables and flexbus
connectors are clear and will not snag when the supply
is completely removed.

Carefully pull the power supply all the way out of the
cabinet.

MAIN POWER

SUPPLY CABLES
CAPTIVE
SCREWS

CX—-1157A

Figure 3-14 Main Power Supply Removal



19.

Remove the power cord from the failing unit and install
it on the new power supply.

NOTE

Spare power supplies are not shipped with a
power cord.

Reverse the removal procedure to replace the main power supply.

3.12 AUXILIARY POWER SUPPLY

An HSC70 requires an auxiliary power supply. The auxiliary power
supply is mounted directly beneath the main power supply. The
procedure for mounting the auxiliary power supply follows:

l.

10.

11.

WARNING

This power supply is heavy. When removing,
support it with both hands to prevent dropping
it.

Open the back door using a 5/32-inch hex wrench.
Turn off CBl (ac power) on the power controller.
Unplug the power controller from the power source.
Remove the front door.

Remove the power controller to access the back of the
power supply (Section 3.10).

Unplug the auxiliary power supply line cord at the power
controller.

Remove the nut from the +V1 stud (+5 volt) on the back
of the power supply (Figure 3-15).

Remove the nut from the -V1 stud (ground) on the back of
the power supply.

Disconnect J50 (sense line to voltage comparator).
Disconnect J51 (dc on/off jumper).

Turn the four captive screws on the power supply
counterclockwise (Figure 3-16).




WIRE LIST

COLOR POSITION SIGNAL
BLACK T8BI-2 GROUND (5 V SENSE)
RED TBI-1 5 V SENSE
BROWN TBI-4 POWER FAIL
BLUE TBI-7 ACC
BROWN TBI-6 AC
GRN/YEL TBI-5 CHASSIS GROUND
BLUE TBI-3 ON/OFF
BLACK TBI-2 GROUND (5 V SENSE)

AUXILIARY POWER SUPPLY — REAR VIEW

POWER SUPPLY

TERMINAL STR]P\

J51

TO BACKPLANE
~ |

J50
TO MAIN
POWER SUPPLY

/ //

GROUND i
+5 VDC
—V1
LINE CORD
TO POWER
CONTROLLER
Figure 3-15

POWER FAIL
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GROUND
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Auxiliary Power Supply Cable Disconnection
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Figure 3-16 Auxiliary Power Supply Removal
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12. Pull the power supply out about an inch. Check the back
of the cabinet to ensure the cables and flexbus
connectors are clear.

13. Carefully slide the power supply out through the front
of the HSC70.

14. Remove the power cord from the failing unit and install
on the new power supply.

NOTE

Spare supplies are not shipped with a power
cord.

Reverse the removal procedure to replace the auxiliary power
supply.
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CHAPTER 4
INITIALIZATION PROCEDURES

4.1 INTRODUCTION

This chapter tells how to connect the console terminal and how to
initialize the HSC70. Error reporting by fault codes displayed
on the OCP is also described.

4.2 CONSOLE TERMINAL CONNECTION

The console terminal designated for the HSC70 is the vT220. An
LA50 printer is connected to the terminal for hardcopy output.
Detailed operating information is provided in the owner manuals
accompanying the VT220 and LAS5O0.

Figure 4-1 shows the placement of the EIA terminal connectors on
the HSC70 rear bulkhead. The consocle terminal connects to the
J60 connector as shown. Although three EIA connectors are shown,
two terminals cannot simultaneously connect to an HSC70.

Preferably, power is turned off before the console terminal is
installed. 1If power must be left on while connecting the
terminal, use the following procedure:

o Put the Secure/Enable switch in the SECURE position.

0 Change terminal state (plug in, remove power, connect
EIA line)

o0 Type three space characters on the terminal keyboard.

o Put the Secure/Enable switch in the ENABLE position if
it 1s necessary to do so at this point.



NOTE

If this procedure is not followed, the HSC70 may
enter micro-Online Debugging tool (ODT) mode. An
@ symbol on the screen indicates this mode.
Typing a P (proceed) exits this mode.

CONNECT CONSOLE
TERMINAL TO J60

EIA TERMINAL
CONNECTORS
r A- N CABLE
= = = = ‘V//BULKHEAD
J60 CONSOLE J61 J62
< > <> <« > c
N M L K J H
08co 80 89 g &3 3 890389
13ca R g 1 Y 31 &
== = = = =Y
1900 88O VD g9 go I g I8,
Fe E® D @ C ® B8 OA o
\'\
08 Qo 88 QI & ¢ 8 o 80 d patacHANNEL
2800 o P o o 1 &co §e
& O o s

!9_385::1 g1 Q83

/
CABLE CONNECTORS
WITHIN A DATA CHANNEL

| N

CX-891B
Figure 4-1 Console Terminal Connection

4.3 HSC70 INITIALIZATION

This section describes the booting procedures for the HSC70
System diskette. This diskette also contains the software
necessary to execute the inline diagnostics and the utilities.
To boot and run the offline diagnostics from a separate Offline
diskette, refer to Chapter 6.

NOTE

Blank RX33 diskettes are unformatted. The format
procedure is described in Chapter 7.

In order to run the HSC/0 inline, the System diskette must reside
in the RX33 drive. Customarily, this diskette resides in RX33
drive 0. However, drive 1 and drive 0 are identical, and disk
placement is arbitrary.



System boot is initiated by either powering on the unit or (if
the unit is already on) by depressing and releasing the Init
switch with the Secure/Enable switch in the ENABLE position.
This initiates the P.io ROM bootstrap tests and then loads the
Init P.io Test.

4.3.1 1Init P.io Test

The Init P.io Test completes the P.ioj module and the HSC70
memory testing previously started by the ROM bootstrap tests.
All P.ioj logic not tested by the bootstrap is completed. 1In
addition, the HSC70 Program, Control, and Data memories are
tested.

This test runs in a stand-alone environment (no other HSC70
processes are running). If a failure is detected, the failing "
module is flagged. If the test runs without finding any errcrs,
the HSC70 operational software is loaded and started. The Init
P.io Test is not a repair level diagnostic. If a repair level
test is needed, run the Offline P.io test that provides standard

HSC70 error messages.

4.3.1.1 1Init P.io Test System Requirements - In order to run
this test, the following hardware is required:

0 P.ioj (processor) module with HSC70 Boot ROM
o At least one M.std2 (memory) module

o RX33 controller with at least one working drive

In addition, an HSC70 System diskette (RX33 media) is required.

4.3.1.2 1Init P.io Test Prerequisites - The Init P.io Test 1is
loaded by the HSC70 ROM Bootstrap program. The bootstrap tests
the basic J-11 instruction set, the lower 2048 bytes of Program
Memory, an 8 Kword partition in Program memory, and the RX33
subsystem used by the bootstrap. When the Init P.io Test begins
to execute, most J-11 logic has been tested and is considered
working. VLikewise, the Program memory occupied by the test and
the RX33 subsystem used to load the test are also considered
tested and working. The RX33 diskette 1is checked to ensure it
contains a bootable image.

4.3.1.3 1Init P.io Test Operation - Follow these steps to start
the Init P.io Test:

1. 1Insert the HSC70 System diskette in the RX33 unit 0
drive (left-hand drive).



2. Power on the HSC70, or depress and release the Init
button on the HSC70 OCP with the Secure/Enable switch
enabled. The Init lamp should light and the following
should occur:

0 The RX33 drive-in-use LED should light within 10
seconds indicating the bootstrap is loading the Init
P.io Test to the Program memory.

o The I/0 State light is on after diskette motion
stops and the Init P.io Test begins testing.

o The Init P.io Test displays the following message on
the HSC console when it begins: INIPIO-I BOOTING.

0 HSC70 operational software indicates it has loaded
properly when the State light blinks.

0 HSC70 displays its name and version indicating it 1is
ready to perform host I/O.

Once initiated, the Init P.io Test is only terminated by halting
and rebooting the HSC. If the test fails to load using the
preceding start-up procedure, perform the next three steps.

1. Boot the diskette from the RX33 unit 1 drive (right-hand
drive).

2. Boot another diskette. 1If that diskette boots, the
original diskette is probably damaged or worn.

3. Boot the HSC70 Offline Diagnostic diskette. This
diskette contains the Offline P.io Test, which provides
extensive error reporting features. A console terminal
must be connected to run the offline tests.

The progress of the Init P.io Test is displayed in the State LED.
Before the test starts, the State LED is off. When the test
starts, the State LED is turned on, and the INIPIO-I BOOTING
message is printed on the HSC console. When the test completes
with no fatal errors, the State LED begins to blink on and off.
If the test detects an error, the Fault lamp on the HSC70 OCP is
lit.

4.3.2 Fault Code Interpretation

All failures occurring during the Init P.io test are reported on
the operator control panel LEDs. When the Fault lamp is 1lit,
pressing the Fault switch results in the display of a failure
code in the OCP LEDs. This code indicates which HSC70 module is
the most probable cause of the detected failure. The failure



code blinks on and off at l-second intervals until the HSC is
rebooted if the fault code represents a fatal fault. A soft
fault code is cleared in the OCP by depressing the fault switch a
second time. To restart the boot procedure, press the Init
switch. This procedure is detailed in Chapter 8. To identify
the probable failing module, refer to Figure 4-2.

OCP INDICATORS

DESCRIPTION vex |oeT [sivagyl]l ™NIT | | FAULT| JONLINE

PORT PROCESSOR

MODULE FAILUREt 01 | 01 ] 00001

DISK DATA CHANNEL

MODULE FAILURE* 02 | 02 | 00010

TAPE DATA CHANNEL

MODULE FAILUREt 03 | 03 | 00011

INSTRUCTION CACHE PROBLEM

IN 1/0 CONTROL PROCESSOR* | 08 | 10 | 01000

HOST INTERFACE ERROR™ 09 11 101001

DATA CHANNEL ERROR* 0A | 12 | 01010

/O CONTROL PROCESSOR

MODULE FAILURE 11 | 21 [ 1000

MEMORY MODULE FAILURE 12 22 | 10010

BOOT DEVICE FAILURE** 13 23 110011

PORT LINK MODULE FAILURE 15 25 [ 10101

MISSING FILES REQUIRED 16 26 | 10110

NO WORKING K.SDI, K.STI,

OR K.CI 18 30 |[11000

REBOOT DURING BOOT 19 31 | 11001

SOFTWARE DETECTED

INCONSISTENCY 1A 132 111010

t INCORRECT VERSION OF MICROCODE.
* THESE ARE THE SO-CALLED SOFT OR NON-FATAL ERRORS,

**P
OSSIBLE MEMORY MODULE/CONTROLLER ON HSC70 CX—9058

Figure 4-2 Operator Control Panel Fault Code Displays



The following paragraphs describe specific fault codes displayed

in the OCP lamps. (All fault codes are indicated with octal
values.)
1. Fault Code 1 - K.pli error - indicates the CIMGR

initialization routine discovered bad requestor status
from a previously-tested good requestor module in
requestor slot 1. The expected requestor status should
be 001. The FRU is the L0107.

During CIMGR initialization, the K.ci is directed to set
the HSC node address into its own control structure. If
the K.ci failed to modify this node address field after
one-half second from K.ci requestor initialization, this
fault code is displayed. In addition, the K.pli
microcode version is checked to ensure it is compatible
with this functional version. 1If compatibility checks
fail, this is the fault code displayed.

Run offline diagnostics to test the K.ci requestor.
Replace the K.pli module on failure. 1If the fault code
persists, refer to the HSC revision control document tc
verify all HSC components are at the current revision.

Fault Code 2 - K.sdi incorrect version of microcode -
All K.sdi modules are initialized during the Disk Server
functional code initialization. If a K.sdi passes
initialization, the Disk Server initialization code
checks the K.sdi microcode version number to ensure it
is compatible with this version of functional code. 1If
code versions are not compatible, this fault code is
displayed. The FRU is the L0108-YA.

Fault Code 3 - K.sti incorrect version of microcode -
indicates tape data channel microcode is incompatible.

Fault Codes 10, 11, and 12 - soft errors - are the
so-called soft or nonfatal errors related to the data
channels, the K.ci host interface, and the P.ioj cache.
None of these errors causes the HSC70 functional
operation to suspend when the fault is reported. Once
displayed, soft error indicators cannot be recalled.
The HSC may buffer up to eight soft fault codes.
Subsequent toggling of the Fault switch displays all
remaining soft fault codes until the buffer is empty.

o Fault Code 10 - P.ioj cache failure - results in
disabling the cache and displaying this soft fault
code for any failure detected in the J-11
instruction cache during HSC70 subsystem
initialization while the HSC70 continues operation,
Replace the P.ioj module (L0l11ll) and reboot.
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o Fault Code 11 - K.ci failure - is not present or has
failed its initialization tests. This soft fault is
displayed while the HSC continues to operate. The
most probable FRU is the Port Link module (L0100).

o Fault Code 12 - Data channel module failure - is
used to report an unknown requestor type was found
in a requestor slot other than 0 or 1. Expected
valid requestor types for requestor slots 2 through
8 are either 002 (L0108-YA) or 203 (L0O108-YB). The
data channel with the red LED on is the failing
module.

Fault Code 21 - P.ioj module failure - indicates the
P.ioj module is the most probable cause of the failure
detected by the Init P.io Test. If possible, run the
Offline P.io Test for a more definitive report on the
error. Otherwise, replace the P.ioj module, and run the
Init P.io test again. If the test still fails, run the
Offline P.io test to help further isolate the failure.

Fault Code 22 - M.std2 module failure - indicates the
M.std2 (memory) module is the most probable cause of
this bootstrap failure. Possible causes include:

o The failure of the memory test of the first 1 Kword
(vector area) of Program memory as well as the use
of the Swap Banks bit in the P.ioj in trying to
correct the problem (Test 2).

o A contiguous 8 Kword partition not found in Program
memory below address 00160000 (Test 3).

o A hard fault detected in the RX33 controller logic
(Test 4).

Determine the error that occurred by examining physical
location 172340 which contains the number of the failing
boot ROM test. In each of these cases, replace the
M.std2 module, and run the initialization tests again.
If the module still fails, run the Offline P.io Test.

Enter the SETSHO utility and execute the SHO MEM
command. If any memory locations appear in the suspect
or disabled memory locations list, set the Secure/Enable
switch to ENABLE and execute the SET MEM ENABLE/ALL
command.

4-7



Fault Code 23 - RX33 failure - indicates a problem with
an RX33 drive, the diskette, the RX33 controller, or the
Read/Write logic on the memory module. This fault can
be any of the following, in order of probability:

o A failure in the Read/Write logic of the M.std2
module. Replace M.std2.

o A faulty RX33 controller/drive interface cable.
Replace the cable.

o No diskettes installed in the drives.
0 Doors were left open on the RX33 drives.

0 Neither diskette contains a bootable image.

Ensure a known good HSC70 bootable media is properly
loaded in one of the RX33 drives. 1If checking the
obvious, doors and diskettes, does not remedy the
situation, refer to Chapter 6 for more information
before beginning repair. Running the Offline P.io and
Offline RX33 tests (if possible) is strongly recommended
before modules are replaced. These tests may help
further isolate or define the problem.

Fault Code 25 - Port Link node address switches out of
range - indicates the L0100 module node address switches
are set to a value outside the currently-suggested range
of 15 decimal.

Fault Code 26 - missing files required - indicates the
System diskette does not contain one of the files
necessary for operation of the HSC70 Control Progranm.
This failure should occur only if one of the reqguired
files is inadvertently deleted from the HSC70 System
diskette.

Note the condition of the State light must be observed
next prior to the fault occurrence. The State light is
always steady (either ON or OFF) when the Fault light is
lit during boot faults.
While the State light is steady (ON) it can mean:

0 SYSCOM.INI is not present on the load device.

0 EXEC70.INI is not present on the load device.

o0 A version mismatch was found between either EXEC,
SUBLIB, or SYSCOM and OLBVSN (Object Library Version
Number ).
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10.

11.

While the State light is blinking it can mean:

o Any of the the normally-loaded programs (SINI, CERF,
DEMON, etc.) is not present on the load device.

o A version mismatch was found on any one of the
normally-loaded programs.

Replace the diskette with a backup copy.

Fault Code 30 - No working K.ci, K.sdi, or K.sti in
subsystem - indicates the HSC70 does not contain any
working K.ci, K.sti, or K.sdi modules. Either none are
installed in the HSC70, or all the ones installed failed
their initialization diagnostics. Also, if the Disk
Server code is loaded, and no working K.sdi is found,
this fault code is displayed.

Insert the HSC70 Offline Diagnostic diskette into the
RX33 and reboot the HSC70. When the Offline Loader
prompts with ODL>, type SIZE followed by a carriage
return. The SIZE command displays the status of all the
Ks. This status indicates whether the modules are
missing or are failing initialization diagnostics.

If all else fails, replace the P.ioj (L0111l) and check
subsystem power for proper operation.

OCP error code of 31 - indicates a crash occurred while
the HSC70 was attempting to load and initialize its
control program. Use Micro-ODT to diagnose these
initialization crashes as follows:

a. Press the break key on the local console terminal,

b. Type 17 777 656/

This is the address of the UPAR7 register. The
reason for reboot codes are stored in UPAR7 bits 8
to 11 when an OCP code of 31 has been detected. The
other UPAR registers store useful information for
some of the errors related to an OCP fault code of
31, Refer to the fault code 31 reasons in the
following paragraphs for UPAR content usage. Table
4-1 shows the addresses of the UPAR registers.

c. Analyze bits 8 to 11 of the 16-bit message displayed
by examining UPAR7. Table 4-2 shows the bit/error
relationship.



4. If this error occurs repeatedly, it indicates an
intermittent hardware error or degraded diskette
media. The boot-in-progress flag is indicated by
KPDR7 bit 3 set. The KPDR7 register address is 17
772 316. Use micro-ODT to examine bit 3 (it can be
reset).

12. OCP error code 32 - indicates an inconsistency in the
software. Reboot the HSC. If this failure persists,
use a backup copy of the System diskette. 1If the
failure still persists, use the Offline diagnostics to
help isolate any hardware failures in the subsystem.
Also, try using an earlier version of the HSC operating
software.

Table 4-1 UPAR Register Addresses

Register Address

UPARO 17 777 640
UPARL 17 777 642
UPAR2 17 777 644
UPAR3 17 777 646
UPAR4 17 777 650
UPARS 17 777 652
UPARG 17 777 654
UPAR7 L7 777 656



Table 4-2 Control Program Bits

16 BIT MESSAGE MEANING FRUS

X XXX XXX 1XX XXX XXX NXM LO111
L0117
Software

X XXX XX1 0XX XXX XXX Illegal Inst. LO1l11
LO117
Software

X XXX XX1 1XX XXX XXX Parity Trap LO1l17
LO111

X XXX X10 0XX XXX XXX Level 7 Interrupt L0108
L0107

X XXX X10 1XX XXX XXX MMU Trap L0111
Software

X XXX X11 0XX XXX XXX Software Crash Software

X XXX 111 XXX XXX XXX K.ci Host Reset LO117

X XXX 100 0XxX XXX XXX User Requested Reboot N/A

The following list describes actions to be taken for each type of
error related to an OCP fault code of 31 as pointed out by
examining UPAR7.

0 NXM Trap: Examine UPARL to find the lower 16 bits of
the failing memory address by typing 17 777 642/.
Examine UPAR2's lower byte for the high 6 bits of the
failing memory address by typing 17 777 644,/.

o Illegal Inst: Obtain a crash dump and analyze the crash
to find the failing instuction.

o Parity Trap: Use the same method for parity traps as
you did for NXM traps to determine the failing address.

0 Level 7 Interrupt: Determine which K has interrupted
the system by examining UPARO through UPAR4. Refer to
Table 4-1 for the address of each UPAR register. Each
byte of each register contains module status for each
requester (K) in the HSC70. Refer to Appendix C to
determine a failing status code is. Refer to Table 4-3
for the designation of requesters to UPAR registers for
a level 7 interrupt.



Table 4-3

REGISTER

UPAROD

UPARI1

UPAR2

UPAR3

UPAR4

Memory Management Unit (MMU) Trap: Examine UPARI,

UPAR2, and UPAR3 to determine the status of the MMU at
the time of the OCP fault code of 31. When a MMU trap
occurs, status of the MMU is found in these registers.

Software crash: Check the first word on the kernal
stack to determine the reason for failing software.
Refer to Appendix B.

K.ci Host Reset: Hit the break key again and at the @
symbol type 17 770 000/ when a host reset is known as
the reason for an OCP fault code of 31. This is the
address of control memory window 0. When the / is hit,
the contents of control window 0 are displayed. Enter a
0 into this location followed by a carriage return.

Then type 16 000 002/. This is the second location in
control memory. The number displayed as the contents of
16 000 002 is the number of the host that issued the
HOST RESET command.

Status of Requestors For Level 7 Interrupt

HIGH BYTE LOW BYTE

REQ 2 REQ 1
REQ 4 REQ 3
REQ 6 REQ 5
REQ 8 REQ 7
N/A REQ 9



4.3.3

Init P.io Test Summaries

The Init P.io Test does not use a test numbering scheme for the
following reasons:

1.

Test numbering adds overhead to the program both in
execution time and the memory size required for the
program. Because boot time is critical, the extra
overhead is not justified.

The only goal of the Init P.io Test is to provide module
callout on the fault code display.

The Offline P.io Test is provided for those situations
where a repair level diagnostic is needed. This offline
test produces standard HSC70 error reports. Chapter 6
describes each of the tests. They are functionally
identical to the tests provided in the Init P.io Test,



CHAPTER 5
INLINE DIAGNOSTICS

5.1 INTRODUCTION
Inline diagnostics executing in the HSC do not interfere with
normal operation. The following sections describe these tests:

o}

o

5.1.1

Inline

Inline

Inline

Inline

Inline

Inline

RX33 Diagnostic Test
Memory Test

Disk Drive Diagnostic Test
Tape Test

Tape Compatibility Test

Multidrive Exerciser

Inline Diagnostics Commonalities

All inline diagnostics have two common areas: all test prompts
and error messages conform to standard formats. All prompts
issued by these diagnostics use a generic syntax.

o

Prompts requiring user action or input are always
followed by a question mark.

Prompts offering a choice of responses show those
choices in parentheses.

A capital D in parentheses indicates the response should
be in decimal.

The square brackets enclose the prompt default or if

empty,

indicate no default exists for that prompt.
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5.1.1.1 1Inline Diagnostics Generic Error Message Format - All
inline diagnostics follow a generic error message format, as
follows:

XXXXXX>D>tt:tt T#aaa E#bbb U-ccc
<Text string describing error>
FRUl-dddddd FRU2-dddddd

MA -eeeeee

EXP-yyyYYy
ACT-zzzzzz

where:

XXXXXX> Appropriate inline diagnostic prompt

D> = Letter indicating the diagnostic was initiated on
demand. This field can contain a D, an A (diagnostic initiated
automatically), or a P (diagnostic initiated as part of the
periodic diagnostics).

tt:tt = Current time

aaa = Decimal number denoting test that failed
bbb = Decimal number denoting error detected
ccc = Unit number of drive being tested

FRU1 = Most likely Field Replaceable Unit (FRU)
FRU2 = Next most likely FRU

dddddd = Name of Field Replaceable Unit

Ma = Media Address

eeeeee = Octal number denoting Offset within block
YYYYVY = Octal number denoting data expected
z2zzz2Z22Z = Octal number denoting data actually found

The first line of the error message contains general information
concerning the error. The second line describes the nature of
the error. Lines 1 and 2 are mandatory and appear in all error
messages. Line 3 and any succeeding lines display additional
information and are optional.

5.2 INLINE RX33 DIAGNOSTIC TEST (ILRX33)

The Inline RX33 diagnostic tests either of the RX33 drives
attached to the HSC70. This test runs concurrently with other
HSC70 processes and uses the services of the HSC70 Control
Program and the Diagnostic Execution Monitor (DEMON). The Inline
RX33 test performs several writes and reads to verify the RX33
internal data paths and read/write electronics.

5.2,1 ILRX33 System Requirements
Hardware requirements include:
o P.io (processor) module with HSC70 boot ROMs

o At least one M.std2 (memory) module



o RX33 controller with at least one working drive

0o Console terminal

NOTE

A scratch diskette is not required. This test
does not destroy any data on the system software
diskette.

This program tests only the RX33 and the data path (serial line)
between the P.ioj and the RX33. All other system hardware is

assumed working.
Software requirements include:
o HSC70 Control Program

o Diagnostic Execution Monitor (DEMON)

5.2.2 ILRX33 Operating Instructions

Typing a CTRL Y starts ILRX33. The keyboard monitor responds
with a KMON prompt (HSC>). Next, typing either RUN ILRX33 or RUN
DX0:ILRX33 followed by a carriage return initiates the Inline
RX33 Test.

If the Inline RX33 Test cannot load from the specified diskette,
try loading the test from the other diskette. For example, if
RUN ILRX33 fails, try RUN DX1:ILRX33.

5.2.3 ILRX33 Test Parameter Entry

The device name of the RX33 drive to be tested is the only
parameter sought by this test. When the test is invoked, the
following prompt is displayed:

Device Name of RX33 to test (DX0:, DXl:, LB:) [] 2
NOTE
The string, LB:, indicates the RX33 drive last

used to boot the HSC70 Control Program.

One of the indicated strings must be entered. 1If one of these
strings in not entered, the test prints Illegal Device Name, and
the prompt is repeated.



5.2.4 ILRX33 Setting/Clearing

ILRX33 only verifies a particular RX33 drive and controller
combination is working or failing and should not be used as a
troubleshooting aid. This test does not support any flags.
Because the test always reads and writes the same block of the
diskette, looping the test would eventually result in media
damage. If the test indicates a particular controller or drive
is not operating correctly, the proper repair strategy is to
replace the drive and/or controller.

5.2.5 1ILRX33 Progress Reports
At the end of the test, the following message is displayed:

ILRX33>D>tt:tt Execution Complete

where: tt:tt = current time

5.2.6 1ILRX33 Test Termination

This test is terminated by typing a *Y (CTRL Y). The test
automatically terminates after reporting an error with one
exception. If the error displayed is RETRIES REQUIRED, the test
continues.

5.2.7 ILRX33 Error Message Example

All error messages produced by the Inline RX33 Test conform to
the HSC diagnostic error message format (Section 5.1.1.1).
Following is a typical ILRX33 error message:

ILRX33>D>00:00 T 001 E 003 U- 50182
ILRX33>D> No Diskette Mounted
ILRX33>D> FRUl-Drive

Other optional lines are found on different error messages.

5.2.8 ILRX33 Error Messages

The following paragraphs list specific information about each of
the errors produced by the Inline RX33 Test. Hints about the
possible cause of the error are provided where feasible.

o Error 000 - RETRIES REQUIRED - indicates a Read or Write
operation failed when first attempted, but succeeded on
one of the retries performed automatically by the RX33
driver software. This error normally indicates the
diskette media is degrading and the diskette should be
replaced.

o Error 001 - OPERATION ABORTED - is reported if the
ILRX33 test is aborted by a CTRL Y.
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Error 002 - WRITE PROTECTED - indicates the RX33 drive
being tested contains a write-protected diskette. Write
enable the diskette and try again. If the diskette is
not write protected, the RX33 drive or controller is
faulty.

Error 003 - NO DISKETTE MOUNTED - indicates the RX33
drive being tested does not contain a diskette. Insert
a diskette before repeating the test. If this error is
displayed when the drive does contain a diskette, the
drive or controller is at fault.

Error 004 - HARD I/0O ERROR - indicates the program
encountered a hard error while attempting to read or
write the diskette.

or 005 - BLOCK NUMBER OUT OF RANGE - indicates the
RX33 driver detected a request to read a block number
outside the range of legal block numbers (0 thru 2399
decimal). Because the Inline RX33 Test reads and writes
disk block 001, it may indicate a software problem.

Error 006 - UNKNOWN STATUS

STATUS=xxx - indicates the Inline RX33 Test received a
status code it did not recognize. The octal value xxx
represents the status byte received. RX33 reads and
writes are performed for the Inline RX33 Test by the HSC
Control Program's RX33 driver software. At the
completion of each Read or Write operation, the driver
software returns a status code to the RX33 test,
describing the result of the operation. The test
decodes the status byte to produce a description of the
error.

An UNKNOWN STATUS error indicates the status value
received from the driver did not match any of the status
values known to the test. The status value returned
(xxx) 1is displayed to help determine the cause of the
problem. Any occurrence of this error should be
reported via a Software Performance Report (SPR). See
Appendix B for detailed information on SPR submission.

Error 007 - DATA COMPARE ERROR

MA -aaaaaa

EXP-bbbbbb

ACT-cccccc - indicates data written to the diskette does
not agree with the data subsequently read back. The
field aaaaaa represents the address of the failing word
within the block (512 bytes) that was read. The field
bbbbbb represents the data written to the word and the
field cccccc represents the data read back from the
word. Because this test only reads and writes block 1
of the diskette, all failures occur while trying to
access physical block 1.



5.2.9

Error 008 - ILLEGAL DEVICE NAME - indicates the user
specified an illegal device name when the program
prompted for the name of the drive to be tested. Legal
device names include: Dx0:, DX1l: and LB:. LB:
indicates the drive from which the system was last
booted. After displaying this error, the program again
prompts for a device name. Enter one of the legal
device names to continue the test.

ILRX33 Test Summary

The test summary for this diagnostic is contained in the
following paragraphs.

5.3

@)

Test 001 - Read/Write Test - verifies data can be
written to the diskette and read back correctly. All
reads and writes access physical block 1 of the RX33
(the RT-11 volume ID Block). This block is not used by
the HSC operating software.

Initially, the contents of block 1 are read and saved.
Then three different data patterns are written to block
1, read back, and verified. This checks the read/write
electronics in the drive and the internal data path
between the RX33 controller and the drive. Following
the Read/Write Test, the original contents of block 1
are written back to the diskette.

If the data read back from the diskette does not match
the data written, a Data Compare Error is generated.

The error report lists the word (MA) in error within the
block together with the expected (EXP) and actual (ACT)
contents of the word.

INLINE MEMORY TEST (ILMEMY)

The Inline Memory test is designed to test HSC70 data buffers.
This test can be initiated automatically or on demand. It is
initiated automatically to test data buffers that produced a
parity error when in use by the HSC70 Control Program. Buffers
that fail the memory test are removed from service by sending
them to the Disabled Buffer Queue. Buffers sent twice to this
test, but not failing the memory test are also sent to the
Disabled Buffer Queue. Buffers that pass the memory test and
have not been tested previously are sent to the Free Buffer Queue
for further use by the HSC70 Control Program.

When the tesl is initiated on demand, any buffers on the Disabled
Buffer Queue are tested and, the results of the test are
displayed on the terminal from which the test was initiated.



This test runs concurrently with other HSC70 processes and uses
the services of the HSC70 Control Program and the Diagnostic
Execution Monitor (DEMON}.

5.3.1 ILMEMY System Requirements
Hardware requirements include:
o P.ioj (processor) module with HSC70 boot ROMs
o At least one M.std2 (memory) module
o RX33 controller with at least one working drive
o0 A console terminal (demand initiation only)

This program only tests data buffers located in the HSC70 Data
memory. All other system hardware is assumed to be working.

Software requirements include:
0 HSC70 Control Program (System diskette)

o Diagnostic Execution Monitor (DEMON)

5.3.2 ILMEMY Operating Instructions

To start this test, type a CTRL Y to get the attention of the
HSC70 keyboard monitor. The keyboard monitor responds to the
CTRL Y with a prompt

HSC70>

Type RUN DX0:ILMEMY and a carriage return to initiate the Inline
Memory Test. This program has no user-supplied parameters or
flags.

If the Inline Memory test is not contained on the specified

diskette (DX1l:), an error message is displayed.

5.3.3 ILMEMY Progress Reports

Error messages are displayed as needed. At the end of the test,
the following message is displayed (by DEMON):

ILMEMY>D>tt:tt Execution Complete

where: tt:tt = current time
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5.3.4 ILMEMY Error Message Example

All error messages produced by the Inline Memory test conform to
the HSC70 diagnostic error message format (Section 5.1.1.1).
Following is a typical ILMEMY error message:

ILMEMY>A>09:33 T 001 E 000
ILMEMY>A>Tested Twice with no Error (Buffer Retired)
ILMEMY>A>FRUl-M.std2 FRU2-

ILMEMY>A>Buffer Starting Address (physical)
ILMEMY>A>Buffer Ending Address (physical)

15743600
15744776

[

5.3.5 ILMEMY Error Messages
The following list shows specific information about each of the
errors displayed by the Inline Memory Test.

o Error 000 TESTED TWICE WITH NO ERROR - indicates the
buffer under test passed the memory test. However, this
is the second time the buffer was sent to the memory
test and passed it. Because the buffer has a history of
two failures while in use by the Control Program yet
does not fail the memory test, intermittent failures on
the buffer are assumed. The buffer is retired from
service and sent to the Disabled Buffer Queue.

o Error 001 RETURNED BUFFER TO FREE BUFFER QUEUE -
indicates a buffer failed during use by the Control
Program but the Inline Memory test detected no error.
Because this is the first time the buffer was sent to
the Inline Memory test, it is returned to the Free
Buffer Queue for further use by the HSC70 Control
Program. The address of the buffer is stored by the
Inline Memory test in case the buffer again fails when
in use by the Control Program.

0o Error 002 MEMORY PARITY ERROR - indicates a parity error
occurred while testing a buffer. The buffer is retired
from service and sent to the Disabled Buffer Queue.

o Error 003 MEMORY DATA ERROR - indicates the wrong data
was read while testing a buffer. The buffer is retired
from service and sent to the Disabled Buffer Queue.

5.3.6 ILMEMY Test Summaries

Test 001 receives a queue of buffers for testing. If the Inline
Memory test is initiated automatically, the queue consists of
buffers from the Suspect Buffer Queue.

When the HSC70 Control Program detects a parity error in a data

buffer, the buffer is sent to the Suspect Buffer Queue. While on
this queue, the buffer is not used for data transfers. The HSC70
Continuous Scheduler periodically checks the Suspect Buffer Queue
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to see if it contains any buffers. 1If buffers are found on the
queue, they are removed, and the Inline Memory test is
automatically initiated to test those buffers,

If the ILMEMY test is initiated on demand, it retests only
buffers already known as disabled (a rather useless exercise).

If the test is initiated automatically, and the buffer passes the
test, the program checks to see if this is the second time the
buffer was sent to the Inline Memory test. If this is the case,
the buffer is probably producing intermittent errors. The buffer
is retired from service and sent to the Disabled Buffer Queue.

If this is the first time the buffer is sent to the Inline Memory
test, it is returned to the Free Buffer Queue for further use by
the HSC70 Control Program. In this last case, the address of the
buffer is saved in case the buffer again fails and is sent to the

T 2 e 1
Inline Memory test a second time.

When all buffers on the test queue are tested, the Inline Memory
Test terminates.

5.4 INLINE DISK DRIVE DIAGNOSTIC TEST (ILDISK)

The Inline Disk Drive Diagnostic (ILDISK) isolates disk
drive-related problems to one of the following three Field
Replaceable Units (FRUs):

1. Disk drive
2. SDI cable

3. HSC Disk Data Channel module

The Inline Disk Drive Diagnostic runs in parallel with disk I/0
from a Host CPU. However, the drive being diagnosed cannot be
Online to any host. This diagnostic can be initiated upon demand
via the console terminal or automatically by the HSC70 Control
Program when an unrecoverable disk drive failure occurs.

Currently, ILDISK is automatically invoked by default whenever
(with one exception) a drive is declared inoperative. The
exception is if a drive is declared inoperative while in use by a
diagnostic or utility. Automatic initiation of ILDISK can be
inhibited by issuing the SETSHO command, SET AUTO DISABLE. 1If
the SET AUTO DISABLE command is issued, ILMEMY (a test for
suspect buffers) is also disabled. For this reason, leaving
ILDISK automatically enabled is preferable.

The tests performed vary, depending on whether the drive is known
to the HSC70 Control Program.

1. DRIVE UNKNOWN - to the HSC70 Control Program. It is
either unable to communicate with the HSC70 or was
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communicating and declared inoperative when it failed
during use by the HSC70. 1In this case, because the
drive cannot be identified by unit number, the user must
supply the requestor number and port number of the
drive. Then the SDI verification tests can execute.
The SDI verification tests check the path between the
K.sdi and the disk drive and command the drive to run
its self-test diagnostics. If the SDI verification
tests fail, the most probable FRU is identified in the
error report. If the SDI verification tests pass,
presume the drive is the FRU.

2. DRIVE KNOWN - to the HSC70 Control Program, (i.e.
identifiable by unit number). Read/write/format tests
are performed in addition to the SDI verification tests.
If an error is detected, the most probable FRU is
identified in the error report. If no errors are
detected, presume the FRU is the drive.

5.4.1 ILDISK System Requirements

Software requirements of this test include the HSC70 Control
Program, the Control Program disk functional code, and DEMON.
Hardware requirements include the disk drive and a disk data
channel, connected by an SDI cable. The test assumes the I/0
Control Processor module, and the memory module are working.

A service manual for the disk drive is required to interpret
errors that occur in the drive's self-test diagnostics.
S.4.2 ILDISK Operating Instructions
Use the following steps to initiate ILDISK:
1. Type a CTRL Y.
2. In response to the prompt
HSC70>

type RUN DX0:ILDISK, followed by a carriage return.

3. Wait until ILDISK is read from the system software load
media into the HSC70 Program memory.

4. Enter parameters after ILDISK is started. Refer to
Section 5.4.4.
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5.4.3 ILDISK Availability

If a diskette containing the Inline Disk Drive Diagnostic is not
loaded when you enter the R ILDISK command, an error message is
displayed. 1Insert the Operating System diskette containing
ILDISK and repeat Section 5.4.2.

5.4.4 ILDISK Test Parameter Entry
Upon demand initiation, ILDISK first prompts:

DRIVE UNIT NUMBER (U) [] ?

Enter the unit number of the disk drive for test. Unit numbers
are in the form Dnnnn, where nnnn is a decimal number between 0
and 4095 corresponding to the number printed on the drive unit
plug. Terminate the unit number response with a carriage return.
ILDISK attempts to acquire the specified unit via the HSC7(
Diagnostic Interface. If the unit is acquired successfully,
ILDISK next prompts for the drive diagnostic to be executed. 1If
the acquire fails, one of the following conditions was
encountered:

1. The specified drive is UNAVAILABLE. This indicates the
drive is connected to the HSC70 but is currently online
to a host CPU or an HSC70 utility. Online drives cannot
be diagnosed. ILDISK repeats the prompt for the unit
number.

2. The specified drive is UNKNOWN to the HSC70 Disk
Functional software. Drives are UNKNOWN for one of the
following reasons:

o The drive and/or disk data channel port is broken
and cannot communicate with the disk functional
software.

o The drive was previously communicating with the
HSC70 but a serious error occurred, and the HSC70
has ceased communicating with the drive (marked the
drive as inoperative).

In either case, ILDISK asks if you desire to enter a
requestor number and port number. Refer to Section
5.4.5.

After receiving the unit number (or requestor and port), ILDISK
prompts:

RUN A SINGLE DRIVE DIAGNOSTIC (Y/N) [N] ?

Typing a carriage return causes the drive to execute its entire
diagnostic set. Typing a Y followed by a carriage return
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executes a single drive diagnostic. If a single drive diagnostic
is selected, the test prompts:

1 DRIVE TEST NUMBER (H) [] ?

Enter a hexadecimal number specifying the drive diagnostic to be
executed. Consult the appropriate disk maintenance or service
manual to determine the number of the test to perform. Entering
a test number not supported by the drive results in an error #13
generated in Test 5.

The test prompts for the number of passes to perform:
# OF PASSES TO PERFORM (1 to 32767) (D) [1l] ?

Enter a decimal number between 1 and 32767 specifying the number
of test repetitions. Terminate the response with a carriage
return. Typing a carriage return, without entering a number,
runs the test once.

5.4.5 Specifying Requestor And Port - ILDISK

Drives unknown to the HSC70 disk functional software are tested
by specifying the requestor number and port number of the drive.
Requestor number is any number 2 through 9 specifying the disk
data channel connected to the drive under test.

Port number is 0 through 3 specifying which of four disk data
channel ports is connected to the drive under test. The
requestor number and port number can be determined in one of two
ways:

1. By tracing the SDI cable from the desired disk drive to
the HSC70 bulkhead connector, then tracing the bulkhead
connector to a specific port on one of the disk data
channels.

2. By using the SHOW DISKS command to display the requestor
and port numbers of all known drives. To use this
method, exit ILDISK by typing a CTRL Y. Type SHOW DISKS
in response to the HSC70 prompt. This command displays
a list of all known drives including the requestor
number and port number for each drive. Each disk data
channel has four possible ports to which a drive can be
connected. By inference, the port number of the unknown
unit must be one not listed in the SHOW DISKS display
(assuming the unknown drive is not connected to a
defective disk data channel). A defective disk data
channel illuminates red LED on the lower front edge of
the module. Refer to Chapter 2.

After a requestor number and a port number are supplied to
ILDISK, the program checks to ensure the specified requestor and
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port do not match any drive known to the HSC70 software. 1If the
requestor and port do not match a known drive, ILDISK prompts for
the number of passes to perform, as described in Section 5.4.4.
If the requestor and port do match a known drive, ILDISK reports
Error 08.

5.4.6 ILDISK Progress Reports

ILDISK produces an end-of-pass report at the completion of each
pass of the diagnostic. One pass of the program can take several
minutes depending upon the type of drive being diagnosed.

5.4.7 ILDISK Test Termination

ILDISK is terminated by typing a CTRL Y or CTRL C. A CTRL Y/CTRL
C may not take effect immediately because certain parts of the
program cannot be interrupted. An example would be during SDI
commands. Two minutes may be necessary to respond to a CTRL Y or
CTRL C if either is entered while an SDI DRIVE DIAGNOSE command
is in progress.

5.4.8 ILDISK Error Message Example

All error messages produced by the Inline Disk Drive diagnostic
conform to the HSC70 diagnostic error message format (Section
5.1.1.1). Following is a typical ILDISK error message.

ILDISK>D>09:35 T 005 E 035 U-D00082
ILDISK>D>Drive Diagnostic Detected Fatal Error
ILDISK>D>FRUl-Drive FRU2-

ILDISK>D>Requestor Number 04

ILDISK>D>Port Number 03

ILDISK>D>Test 0025 Error (QO07F

ILDISK>D>End Of Pass 00001

5.4.9 ILDISK Error Messages
Messages produced by ILDISK are described in the following list:

o Error 01 DDUSUB INITIALIZATION FAILURE - The HSC70
diagnostic interface did not initialize. Error 01 is
not recoverables and is caused by:

1. Insufficient memory to allocate buffers and control
structures required by the diagnostic interface.

2. HSC Disk Functional software is not loaded.
o Error 02 UNIT SELECTED IS NOT A DISK - The response to

the unit number prompt was not of the form Dnnnn. Refer
to Section 5.4.4.



Error 03 DRIVE UNAVAILABLE - The selected disk drive is
not available for diagnostic use.

Error 04 UNKNOWN STATUS FROM DDUSUB - A call to the
diagnostic interface resulted in the return of an
unknown status code. This indicates a software error
and should be reported via a Software Performance Report
(SPR). See Appendix B for detailed information on SPR
submission.

Error 05 DRIVE UNKNOWN TO DISK FUNCTIONAL CODE - The
disk drive selected is not known to the HSC Disk
Functional software. The drive may not be communicating
with the HSC, or the disk functional software may have
disabled the drive due to an error condition. ILDISK
prompts the user for the drive's requestor and port.
Refer to Section 5.4.5 for information on specifying
requestor and port.

Error 06 INVALID REQUESTOR OR PORT NUMBER SPECIFIED -
The Requestor number given was not in the range 2
through 9, or the port number given was not in the range
0 through 3. Specify a requestor and port within the
allowable ranges.

Error 07 REQUESTOR SELECTED IS NOT A K.SDI - The
requestor specified was not a Disk Data Channel (K.sdi).
Specify a requestor that contains a Disk Data Channel.

Error 08 SPECIFIED PORT CONTAINS A KNOWN DRIVE - The
requestor and port specified contain a drive known to
the HSC Disk Functional software. The unit number of
the drive is supplied in the report. ILDISK does not
allow testing a known drive via requestor number and
port number.

Error 09 DRIVE CAN'T BE BROUGHT ONLINE - A failure
occurred when ILDISK attempted to bring the specified
drive Online. One of the following conditions occurred:

1. UNIT IS OFFLINE - The specified unit went to the
OFFLINE state and now cannot communicate with the
HSC70.

2. UNIT IS IN USE - The specified unit is now marked as
in use by another process.

3. UNIT IS A DUPLICATE - Two disk drives are connected
to the HSC70, both with the same unit number.

4, UNKNOWN STATUS FROM DDUSUB - The HSC70 diagnostic
interface returned an unknown status code when
ILDISK attempted to bring the drive Online. Refer
to Error 04 for related information on this error.



Error 10 K.SDI DOES NOT SUPPORT MICRODIAGNOSTICS - The
K.sdi connected to the drive under test does not support
microdiagnostics. This indicates the K.sdi microcode is
not at the latest revision level. This is not a fatal
error, but the K.sdi should probably be updated with the
latest microcode to improve error detection
capabilities.

Error 11 CHANGE MODE FAILED - ILDISK issued an SDI
CHANGE MODE command to the drive and the command failed.
The drive is presumed the failing unit, because the SDI
interface was previously verified.

Error 12 DRIVE DISABLED BIT SET - The SDI verification
test issued an SDI GET STATUS command to the drive under
test. The Drive Disabled bit was set in the status
returned by the drive, indicating the drive detected a
serious error and is now disabled.

Error 13 COMMAND FAILURE - The SDI verification test
detected a failure while attempting to send an SDI
command to the drive. One of the following occurred:

1. DID NOT COMPLETE - The drive did not respond to the
command within the allowable time. Further SDI
operations to the drive are disabled.

2. K.SDI DETECTED ERROR - The K.sdi detected an error
condition while sending the command or while
receiving the response.

3. UNEXPECTED RESPONSE - The SDI command resulted in an
unexpected response from the drive. This error can
be caused by a DIAGNOSE command if a single drive
diagnostic was selected, and the drive does not
support the specified test number.

Error 14 CAN'T WRITE ANY SECTOR ON TRACK - As part of
test 04, ILDISK attempts to write a pattern to at least
one sector of each track in the Read/Write area of the
drive DBN space. (DBN space 1s an area on every disk
drive reserved for diagnostic use.) During the write
process, ILDISK detected a track with no sector that
passed the Read/Write test. (ILDISK could not write a
pattern and read it back successfully on any sector on
the track.) The error information for the last sector
accessed is identified in the error report. The most
probable cause of this error is a disk media error.

If test 03 also failed, the problem could be in the disk
Read/Write electronics, or the DBN area of the disk may
not be formatted correctly. To interpret the MSCP
status code, refer to Section 5.4.9.1.
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Error 15 READ/WRITE READY NOT SET IN ONLINE DRIVE - The
SDI verification test executed a command to interrogate
the Real Time Drive State line of the drive. The line
status reported the drive was in the Online state, but
the Read/Write Ready bit was not set in the status.

Error 16 ERROR RELEASING DRIVE - ILDISK attempted to
release the drive under test. The release operation
failed. One of the following occurred:

1. COULD NOT DISCONNECT - An SDI DISCONNECT command to
the drive failed.

2. UNKNOWN STATUS FROM DDUSUB - Refer to Error 04.

Error 17 INSUFFICIENT MEMORY, TEST NOT EXECUTED - The
SDI verification test could not acquire sufficient
memory for control structures. The SDI verification
test could not be executed. Use the SETSHO command,
SHOW MEMORY, to display available HSC memory. If any
disabled memory appears in the display, consider further
testing of the memory module. If no disabled memory is
displayed, and no other diagnostic or utility is active
on this HSC, submit an SPR.

Error 18 K MICRODIAGNOSTIC DID NOT COMPLETE - The SDI
verification test directed the disk data channel to
execute one of its microdiagnostics. The
microdiagnostic did not complete within the allowable
time. All drives connected to the disk data channel may
now be unusable (if the microdiagnostic never
completes), and the HSC70 probably must be rebooted.

The disk data channel module is the probable failing
FRU.

Error 19 K MICRODIAGNOSTIC REPORTED ERROR - The SDI
verification test directed the disk data channel to
execute one of its microdiagnostics. The
microdiagnostic completed and reported an error. The
disk data channel is the probable FRU.

Error 20 DCB NOT RETURNED, K FAILED FOR UNKNOWN REASON -
The SDI verification test directed the disk data channel
to execute one of its microdiagnostics. The
microdiagnostic completed without reporting any error,
but the disk data channel did not return the Dialogue
Control Block (DCB). All drives connected to the disk
data channel may now be unusable. The disk data channel
is the probable FRU and the HSC70 will probably have to
be rebooted.

Error 21 ERROR IN DCB ON COMPLETION - The SDI
verification test directed the disk data channel to
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execute one of its microdiagnostics. The
microdiagnostic completed without reporting any error,
but the disk data channel returned the Dialogue Control
Block (DCB) with an error indicated. The disk data
channel is the probable FRU.

Error 22 UNEXPECTED ITEM ON DRIVE SERVICE QUEUE - The
SDI verification test directed the disk data channel to
execute one of its microdiagnostics. The
microdiagnostic completed without error, and the disk
data channel returned the Dialogue Control Block with no
errors indicated. However, the disk data channel sent
the Drive State Area to its service queue, indicating an
unexpected condition in the disk data channel or drive.

Error 23 FAILED TO REACQUIRE UNIT - In order for ILDISK
to allow looping, the drive under test must be released
and then reacquired. (This method is required to
release the drive from the Online state.) The release
operation succeeded, but the attempt to reacquire the
drive failed. One of the following conditions occurred:

1. DRIVE UNKNOWN TO DISK FUNCTIONAL CODE - A fatal
error caused the HSC70 Disk Functional software to
declare the drive inoperative, hence the drive unit
number is not recognized. The drive must now be
tested by specifying requestor and port number.

2. DRIVE UNAVAILABLE - The specified drive is now not
available for diagnostic use.

3. UNKNOWN STATUS FROM DDUSUB - Refer to Error 04.

Error 24 STATE LINE CLOCK NOT RUNNING - The SDI
verification test executed a command to interrogate the
Real Time Drive State of the drive. The returned status
indicates the drive is not sending State Clock to the
disk data channel. Either the port, SDI cable, or drive
is defective or the port is not connected to a drive.

Error 25 ERROR STARTING I/O OPERATION - ILDISK detected
an error when initiating a disk read or write operation.
One of the following conditions occurred:

1. INVALID HEADER CODE - ILDISK did not supply a valid
header code to the HSC70 diagnostic interface. This
indicates a software error and should be reported
via a Software Performance Report (SPR). See
Appendix B for detailed information on SPR
submission.
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2. COULD NOT ACQUIRE CONTROL STRUCTURES - The HSC70
diagnostic interface could not acquire sufficient
control structures to perform the operation.

3. COULD NOT ACQUIRE BUFFER - The HSC70 diagnostic
interface could not acquire a buffer needed for the
operation.

4. UNKNOWN STATUS FROM DDUSUB - The HSC70 diagnostic
interface returned an unknown status code. Refer to
Error 04.

NOTE

Retry ILDISK during lower HSC activity for
problems 2 and 3, if these errors persist.

Error 26 INIT DID NOT STOP STATE LINE CLOCK - The SDI
verification test sent an SDI INITIALIZE command to the
drive. When the drive receives this command, it should
momentarily stop sending State Line Clock to the disk
data channel. The disk data channel did not see the
State Line Clock stop after sending the Initialize. The
drive is the most probable FRU.

Error 27 STATE LINE CLOCK DID NOT START UP AFTER INIT -
The SDI verification test sent an SDI INITIALIZE to the
drive. When the drive receives this command, it should
momentarily stop sending State Clock to the disk data
channel. The disk data channel saw the State Clock
stop, but the clock never restarted. The drive is the
most probable FRU.

Error 28 I/0 OPERATION LOST - While ILDISK was waiting
for a disk read or write operation to complete, the
HSC70 diagnostic interface notified ILDISK that no I/0
operation was in progress. This error may be induced by
a hardware failure but indicates a software problem that
should be reported by a Software Performance Report

{SPR). See Appendix B for detailed information on SPR
submission.

Error 29 ECHO DATA ERROR - The SDI verification test
issued an SDI ECHO command to the drive. The command
completed but the wrong response was returned by the
drive. The SDI set and the disk drive are the probable
FRUs.

Error 30 DRIVE WENT OFFLINE - The drive, previously
acquired by the diagnostic, is now unknown to the disk
functional code. This indicates the drive spontaneously
went Offline or stopped sending clocks and is now



unknown. The test should be restarted using the
requestor and port numbers instead of drive unit number,.

Error 31 DRIVE ACQUIRED BUT CAN'T FIND CONTROL AREA -
The disk drive was acquired, and ILDISK obtained the
requestor number and port number of the drive from the
HSC70 diagnostic interface. However, the specified
requestor does not have a control area. This indicates
a software problem and should be reported via a Software
Performance Report (SPR). See Appendix B for detailed
information on SPR submission.

Error 32 REQUESTOR DOES NOT HAVE CONTROL AREA - ILDISK
cannot find a control area for the requestor supplied by
the user. One of the following conditions exists:

1. The HSC70 does not contain a disk data channel (or
other type of requestor) in the specified requestor
position.

2. The disk data channel (or other type of requestor)
in the specified requestor position failed its
initialization diagnostics and is not in use by the
HSC70.

Open the HSC70 front door and remove the cover from the
card cage. Locate the module slot in the card cage that
corresponds to the requestor. Refer to the module
utilization label above the card cage to help locate the
proper requestor. If a blank module (air baffle) is in
the module slot, the HSC70 does not contain a requestor
in the specified position. If a requestor is in the
module slot, ensure the red LED on the lower front edge
of the module is lit. 1If so, the reqguestor failed and
was disabled by the HSC70. If the red LED is not lit, a
software problem exists and should be reported via a
Software Performance Report (SPR). See Appendix B for
detailed information on SPR submission.

Error 33 CAN'T READ ANY SECTOR ON TRACK - As part of
Test 03, ILDISK attempts to read a pattern from at least
one sector of each track in the Read Only area of the
drive DBN space. (DBN space is an area on every disk
drive reserved for diagnostic use.) All drives have the
same pattern written to each sector in the Read Only DBN
space.

During the read process, ILDISK detected a track that
does not contain any sector with the expected pattern.
Either ILDISK detected errors while reading or the read
succeeded, but the sectors did not contain the correct
pattern. The error information for the last sector
accessed is supplied in the error report. The most



likely cause of this error is a disk media error. If
Test 04 also fails, the problem may be in the disk
Read/Write electronics, or the DBN area of the disk may
not be formatted correctly. To interpret the MSCP
status code, refer to Section 5.4.9.1.

Error 34 DRIVE DIAGNOSTIC DETECTED ERROR - The SDI
verification test directed the disk drive to run an
internal diagnostic. The drive indicated the diagnostic
failed, but the error is not serious enough to warrant
removing the drive from service. The test number and
error number for the drive are displayed (in hex) in the
error report. For the exact meaning of each error,
refer to the service manual for that drive.

Error 35 DRIVE DIAGNOSTIC DETECTED FATAL ERROR - The SDI
verification test directed the disk drive to run an
internal diagnostic. The drive indicated the diagnostic
failed and the error is serious enough to warrant
removing the drive from service. The test and error
number are displayed (in hex) in the error report. For
the exact meaning of each error, refer to the service
manual for that drive.

Error 36 ERROR BIT SET IN DRIVE STATUS ERROR BYTE - The
SDI verification test executed an SDI GET STATUS command
to the drive under test. The error byte in the returned
status was nonzero indicating one of the following
conditions:

1. Drive error

2. Transmission error

3. Protocol error

4. 1Initialization diagnostic failure

5. Write lock error

For the exact meaning of each error, refer to the
service manual for that drive.

Error 37 ATTENTION SET AFTER SEEK -~ The SDI verification
routine the SEEK command issued to the drive completed
but resulted in an unexpected ATTENTION condition. The
drive status is displayed with the error report.

Error 38 AVAILABLE NOT SET IN AVAILABLE DRIVE - The SDI
verification routine executed a command to interrogate
the Real Time Drive State line of the drive. ILDISK
found Available is not set in a drive that should be
available.



Error 39 ATTENTION NOT SET IN AVAILABLE DRIVE - The SDI
verification routine executed a command to interrogate
the Real Time Drive State line of the drive and found
Attention is not asserted even though the drive is
Available.

Error 40 RECEIVER READY NOT SET - The SDI verification
routine executed a command to interrogate the Real Time
Drive State line of the drive. The routine expected to
find Receiver Ready asserted but it was not.

Error 41 READ/WRITE READY SET IN AVAILABLE DRIVE - The
SDI verification routine executed a command to
interrogate the Real Time Drive State line of the drive
and found Available asserted. However, Read/Write Ready
was also asserted. Read/Write Ready should never be
asserted when a drive is in the Available state.

Error 42 AVAILABLE SET IN ONLINE DRIVE - The SDI
verification routine issued an ONLINE command to the
disk drive. Then a command was issued to interrogate
the Real Time Drive State line of the drive. The line
status indicates the drive is still asserting Available.

Error 43 ATTENTION SET IN ONLINE DRIVE - The SDI
verification routine issued an ONLINE command to the
drive. The drive entered the Online state, but an
unexpected Attention condition was encountered.

Error 44 DRIVE CLEAR DID NOT CLEAR ERRORS - When ILDISK
issued a GET STATUS command, error bits were set 1n the
drive response. Issuing a DRIVE CLEAR failed to clear
the error bits. The drive is the probable FRU.

Error 45 ERROR READING LBN - As part of Test 14, ILDISK
alternates between reading DBNs and LBNs. This tests
the drive's ability to seek properly. The error
indicates an LBN read failed. The drive is the probable
FRU.

Error 46 ECHO FRAMING ERROR - The framing code (upper
byte) of an SDI ECHO command response is incorrect. The
expected and actual ECHO frames are displayed with the
error message. The SDI set and the drive are the
probable FRUs.

Error 47 K.SDI DOES NOT SUPPORT ECHO - The disk data
channel connected to the drive under test does not
support the SDI ECHO command because the disk data
channel microcode is not the latest revision level.
This is not a fatal error, but the disk data channel
microcode should be updated to allow for improved
isolation of drive-related errors.



Error 48 REQ/PORT NUMBER INFORMATION UNAVAILABLE -
ILDISK was unable to obtain the requestor number and
port number from HSC70 disk software tables. The drive
may have changed state and disappeared while ILDISK was
running. This error can also be caused by
inconsistencies in HSC70 software structures.

Error 49 DRIVE SPINDLE NOT UP TO SPEED - ILDISK cannot
continue testing the drive because the disk spindle is
not up to speed. If the drive is spun down, it must be
spun up before ILDISK can completely test the unit. If
the drive appears to be spinning, it may be spinning too
slowly or the drive may be returning incorrect status
information to the HSC70.

Error S0 CAN'T ACQUIRE DRIVE STATE AREA - ILDISK cannot
perform the low-level SDI tests, because it cannot
acquire the drive state area for the drive. The drive
state area is a section of the K Control Area used to
communicate with the drive via the SDI interface. To
perform the SDI tests ILDISK must take exclusive control
of the drive state area; otherwise, the HSC70
operational software may interfere with the tests. The
drive state area must be in an inactive state (No
interrupts in progress) before it can be acquired by
ILDISK. If the drive is rapidly changing its SDI state
and generating interrupts, ILDISK may be unable to find
the drive in an inactive state.

Error 51 FAILURE WHILE UPDATING DRIVE STATUS - When in
the process of returning the drive to the same mode as
ILDISK found it originally, an error occurred while
performing an SDI GET STATUS command. When a drive 1is
acquired by ILDISK, the program remembers whether the
drive was in 576-byte mode or 512-byte mode (reflected
by the S7 bit of the mode byte in the drive status).
When ILDISK releases the drive (once per pass of the
program), the drive mode is returned to the state the
drive was in when ILDISK first acquired it. In order to
ensure the HSC70 disk functional software is aware of
this mode change, ILDISK calls the diagnostic interface
routines to perform a GEYT STATUS to the drive. These
routines also update the disk functional software
information on the drive to reflect the new mode.

Error 51 indicates the drive status update failed. The
diagnostic interface returns one of three different
status codes with this error:

1. DRIVE ERROR - The GET STATUS command could not be
completed due to an error during the command. If
informational error messages are enabled (via a SET
ERROR INFO command), an error message describing the
failure should be printed on the console terminal.
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2. BAD UNIT NUMBER - The diagnostic interface could not
find the unit number specified. The drive may have
spontaneously transitioned to the OFFLINE state (no
clocks) since the last ILDISK operation. For this
reason, the unit number is unknown when the
diagnostic interface tries to do a GET STATUS
command.

3. UNKNOWN STATUS FROM DDUSUB - Refer to Error 04.

Error 52 5S76-BYTE FORMAT FAILED - The program attempted
to perform a 576-byte format to the first two sectors of
the first track in the R/W DBN area. NO errors were
detected during the actual formatting operation, but
subsequent attempts to read either of the reformatted
locks failed. The specific error detected is
identified in the error report.

Error 53 512-BYTE FORMAT FAILED - The program attempted
to perform a 512-byte format to the first two sectors of
the first track in the R/W DBN area. NoO errors were
detected during the actual formatting operation, but
subsequent attempts to read either of the reformatted
blocks failed. The specific error detected is
identified in the error report.

Error 54 INSUFFICIENT RESOURCES TO PERFORM TEST - This
error indicates further testing must be aborted due to
lack of required memory structures. To perform certain
drive tests ILDISK needs to acquire Timers, a Dialogue
Control Block (DCB), Free Control Blocks (FCBs), Data
Buffers, and enough control memory to construct two Disk
Rotational Access Tables (DRATs). If any of these
resources are unavailable, testing cannot be completed.
Under normal conditions these resources should always be
available.

Error 55 DRIVE TRANSFER QUEUE NOT EMPTY BEFORE FORMAT -
ILDISK found a transfer already queued to the K.sdi when
the format test began. ILDISK should have exclusive
access to the drive at this time, and all previous
transfers should have been completed before the drive
was acquired. To avoid potentially damaging interaction
with some other disk process, ILDISK aborts testing when
this condition is detected.

Error 56 K.SDI DETECTED ERROR DURING FORMAT - The K.sdi
detected an error during a format operation. Each error
bit set in the Fragment Request Block (FRB) is
translated into a text message which accompanies the
error report.



Error 57 WRONG STRUCTURE ON COMPLETION QUEUE - While
formatting, ILDISK checks each structure returned by the
K.sdi to ensure the structure was sent to the proper
completion queue. An error 57 indicates one of these
structures was sent to the wrong completion queue. This
type of error indicates a problem with the K.sdi
microsequencer or a control memory failure.

Error 58 READ OPERATION TIMED-OUT - To guarantee the
disk is on the correct cylinder and track while
formatting, ILDISK queues a read operation immediately
preceding the format command. The read operation did
not complete within 16 seconds indicating the K.sdi is
unable to sense sector/index pulses from the disk, or
the disk is not in the proper state to perform a
transfer. ILDISK aborts the format test following this
error report.

Error 59 K.SDI DETECTED ERROR IN READ PRECEDING FORMAT -
To guarantee the disk is on the correct cylinder and
track while formatting, ILDISK queues a read operation
immediately preceding the format command. The read
operation failed so ILDISK aborts the format test. Each
error bit set in the Fragment Request Block (FRB) is
translated into a text message which accompanies the
error report.

Error 60 READ DRAT NOT RETURNED TO COMPLETION QUEUE - To
guarantee the disk is on the correct cylinder and track
while formatting, ILDISK queues a read operation
immediately preceding the format command. The read
apparently completed successfully, because the Fragment
Request Block (FRB) for the read was returned with no
error bits set. However the Disk Rotational Access
Table (DRAT) for the read operation was not returned
indicating a procblem with the K.sdi.

Error 61 FORMAT OPERATION TIMED-QUT - The K.sdi failed
to complete a format operation. A format operation
consists of a read followed by a format. The read
completed successfully, but after waiting a l6-second
interval the format was not complete. A change in drive
state may prevent formatting, the drive may no longer be
sending sector/index information to the K.sdi, or the
K.sdi may be unable to sample drive state. The format
test aborts on this error to prevent damage to the
existing disk format.

Error 62 FORMAT DRAT WAS NOT RETURNED TO COMPLETION
QUEUE - The K.sdi failed to complete a format operation.
A format operation consists of a read followed by a
format. The read completed successfully, and the
Fragment Request Block (FRB) for the format was returned
by the K.sdi with no error indicated. However the Disk
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Rotational Access Table (DRAT) for the format operation
was never returned indicating a probable K.sdi failure.
After reporting this error, the format test aborts.

Error 63 CAN'T ACQUIRE SPECIFIED UNIT - ILDISK was
initiated automatically to test a disk drive declared
inoperative. When initiated by the disk functional
software, ILDISK was given the requestor number, port
number, and unit number of the drive to test. ILDISK
successfully acquired the drive by unit number, but the
requestor and port number of the acquired drive did not
match the requestor and port given when ILDISK was
initiated. This indicates the HSC is connected to two
separate drives with the same unit number plugs. To
prevent inadvertent interaction with the other disk
drive, ILDISK performs only the low-level SDI tests on
the unit specified by the disk functional software.
Read/Write tests are skipped because the drive must be
acquired by unit number to perform read/write transfers.

Error 64 DUPLICATE UNIT DETECTED - At times during the
testing sequence, ILDISK must release, then reacquire,
the drive under test. After releasing the drive and
reacquiring it, ILDISK noted the requestor and port
number of the drive it was originally testing do not
match the requestor and port number of the drive just
acquired. This indicates the HSC is connected to two
separate drives with the same unit number. To prevent
inadvertent interaction with the other disk drive,
ILDISK discontinues testing if this error is detected.

Error 65 FORMAT TESTS SKIPPED DUE TO PREVIOUS ERROR - To
prevent possible damage to the existing disk format,
ILDISK does not attempt to format if any errors were
detected in the tests preceding the format tests. This
error message informs the user that formatting tests
will not be performed.

Error 66 TESTING ABORTED - ILDISK was automatically
initiated to test a disk drive which was declared
inoperative by the disk functional code of the HSC. The
disk drive had previously been automatically tested at
least twice and somehow was returned to service.

Because the tests performed by ILDISK may be causing the
inoperative drive to be returned to service, ILDISK does
not attempt to test an inoperative drive more than
twice. On all succeeding invocations of ILDISK, an
Error 66 message prints and ILDISK exits without
performing any tests on the drive. This prevents ILDISK
from automatically initiating and dropping the drive
from the test over and over again.

Error 67 NOT ENOUGH GOOD DBNS FOR FORMAT - In order to
guarantee the disk is on the proper cylinder and track,
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all formatting operations are immediately preceded by a
read operation on the same track where the format is
planned. This requires the first track in the drive's
R/W DBN area to contain at least one good block which
can be read without error. An Error 67 indicates no
good block was found on the first track of the R/W DBN

area,

so the formatting tests are skipped.

5.4.9.1 MSCP Status Codes - ILDISK Error Reports - This section
lists some of the MSCP status codes that may appear in ILDISK

error reports.

All status codes are listed in the octal radix.

Further information on MSCP status codes is provided in Appendix

c.

007

010

052

053

103

110

112

113

150

152

153

213

253

313

350

353

410

412

413

Compare Error

Forced Error

SERDES Overrun

SDI Command Timeout

Drive Inoperative

Header Compare or Header Sync Timeout
EDC Error

Controller Detected Transmission Error
Data Sync Not Found

Internal Consistency Error

Position or Unintelligible Header Error
Lost Read/Write Ready

Drive Clock Dropout

Lost Receiver Ready

Uncorrectable ECC Error

Drive Detected Error

One Symbol ECC Error

Data Bus Overrun

State or Response Line Pulse or Parity Error
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5.4.10

450 - Two Symbol ECC Error

452 - Data Memory NXM or Parity Error
453 - Drive Requested Error Log

510 - Three Symbol ECC Error

513 - Response Length or Opcode Error
550 - Four Symbol ECC Error

553 - Clock Did Not Restart After Init
610 - Five Symbol ECC Error

613 - Clock Did Not Stop After Init
650 - Six Symbol ECC Error

653 - Receiver Ready Collision

710 - Seven Symbol ECC Error

713 - Response Overflow

750 - Eight Symbol ECC Error

ILDISK Test Summaries

Test summaries for ILDISK follow:

o

TEST 0 - Parameter Fetching - The part of ILDISK that
fetches parameters is identified as Test 0. The user is
prompted to supply a unit number and/or a requestor and
port number. This part of ILDISK also prompts for the
number of passes to perform,

TEST 01 - RUN K.SDI Microdiagnostics - Test 1 commands
the disk data channel to execute two of its resident
microdiagnostics. If the revision level of the disk
data channel microcode is not up to date, the
microdiagnostics are not executed. The microdiagnostics
executed are the Partial SDI test (K.sdi Test 7)and the
SERDES/RSGEN test (K.sdi Test 10).

TEST 02 - Check for Clocks and Drive Available - Test 02
issues a command to interrogate the Real Time Drive
State of the drive. This command does not require an
SDI exchange, but the real time status of the drive is
returned to ILDISK. The real time status should
indicate the drive is supplying clocks and the drive
should be in the Available state.
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TEST 03 - Drive Initialize Test - Test 03 issues an
DRIVE INITIALIZE command to the drive under test. This
checks both the drive and the Controller Real Time State
line of the SDI cable. The drive should respond by
momentarily stopping its clock and then restarting it.

TEST 04 - SDI Echo Test - Test 04 first ensures the disk
data channel microcode supports the ECHO command. If
not, a warning message is issued, and the rest of Test
04 is skipped. Otherwise, the test directs the disk
data channel to conduct an ECHO exchange with the drive.
An ECHO exchange consists of the disk data channel
sending a frame to the drive and the drive returning it.
An ECHO exchange verifies the integrity of the Write/Cmd
Data and the Read/Res Data lines of the SDI cable.

TEST 05 - Run Drive Diagnostics - Test 05 directs the
drive to run its internal diagnostics. The drive is
commanded to run a single diagnostic or its entire set
of diagnostics depending upon user response to the
following prompt:

Run a Single Drive Diagnostic ?

Before commanding the drive to run its diagnostics, the
drive is brought Online to prevent the drive from giving
spurious Available indications to its other SDI port.
The drive diagnostics are started when the disk data
channel sends a DIAGNOSE command to the drive. The
drive does not return a response frame for the DIAGNOSE
until it is finished performing diagnostics. This can
require two or more minutes. While the disk data
channel 1is waiting for the response frame, ILDISK cannot
be interrupted by a CTRL Y.

TEST 06 - Disconnect From Drive - Test 06 sends a
DISCONNECT command to the drive and then issues a GET
LINE STATUS internal command to the K.sdi to ensure the
drive is in the Available state. The test also expects
Receiver Ready and Attention are set in drive status and
Read/Write Ready is not set.

TEST 07 - Check Drive Status - Test 07 issues a GET
STATUS command to the drive to check that none of the
drive's error bits are set. If any error bits are set,
they are reported and the test issues a DRIVE CLEAR
command to clear the error bits. If the error bits fail
to clear, an error is reported.

TEST 08 - Drive Initialize - Test 08 issues a command to
interrogate the Real Time Drive State of the drive. The
test then issues a DRIVE INITIALIZE command to ensure
the previous DIAGNOSE command did not leave the drive in
an undefined state.
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TEST 09 - Bring Drive Online - Test 09 issues an ONLINE
command to the drive under test. Then a GET LINE STATUS
command is issued to ensure the drive's real time state
is proper for the Online state. Read/Write Ready is
expected to be true; Available and Attention are
expected to be false.

TEST 10 - Recalibrate and Seek - Test 10 issues a
RECALIBRATE command to the drive. This ensures the disk
heads start from a known point on the media. The a SEEK
command is issued to the drive, and the drive's real
time status is checked to ensure the SEEK did not result
in an Attention condition. Then another RECALIBRATE
command is issued returning the heads to a known
position.

TEST 11 - Disconnect From Drive - Test 10 issues a
DISCONNECT command to return the drive to the Available
state. Then the drive's real time status is checked to
ensure Available, Attention and Receiver Ready are true
and Read/Write Ready is false.

TEST 12 - Bring Drive Online - Test 12 attempts to bring
the disk drive to the Online state. Test 12 is only
executed for drives known to the HSC70 disk functional
software. Test 12 consists of the following steps:

1. GET STATUS - ILDISK issues an SDI GET STATUS command
to the disk drive.

2. ONLINE - ILDISK directs the HSC70 Diagnostic
Interface to bring the drive Online.

If the GET STATUS and the ONLINE commands succeed,
ILDISK proceeds to Test 13. If the GET STATUS and the
ONLINE commands fail, ILDISK goes directly to Test 17
(Termination). Note the Online is performed via the
HSC70 diagnostic interface, invoking the same software
operations a host invokes to bring a drive Online. An
Online at this level constitutes more than just sending
a SDI ONLINE command. The FCT and RCT of the drive are
also read and certain software structures are modified
to indicate the new state of the drive. If the drive is
unable to read data from the disk media, the Online
operation fails. TIf Test 12 fails, ILDISK skips the
remaining tests and goes to Test 17.

TEST 13 - Read Only I/0 Operations Test - Test 13 tests
that all R/W heads in the drive can seek and properly
locate a sector on each track in the drive Read Only DBN
space. (DBN space is an area on all disk media devoted
to diagnostic use.) Test 13 attempts to read at least
one sector on every track in the Read Only area of the
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drives DBN space. The sector is checked to ensure it
contains the proper data pattern. Bad sectors are
allowed, but there must be at least one good sector on
each track in the Read Only area. After each successful
DBN read, ILDISK reads one LBN to further enhance seek
testing. This ensures the drive can successfully seek
to and from the DBN area from the LBN area of the disk
media. ILDISK proceeds to Test 16 and Test 13
completes.

TEST 14 - Format 576-Byte Mode - This test is not yet
implemented.

TEST 15 - Format 512-Byte Mode - This test is not yet
implemented.

TEST 16 - I/0 Operations Test (Read/Write) - Test 16
checks to see if the drive can successfully write a
pattern and read it back from at least one sector on
every track in the drive Read/Write DBN area.
(Read/Write DBN space is an area on every disk drive
devoted to diagnostic Read/Write testing.) Bad sectors
are allowed, but at least one sector on every track in
the Read/Write area must pass the test. After Test 16
completes, ILDISK proceeds to Test 17.

TEST 17 - Terminate ILDISK - Test 17 is the ILDISK
termination routine. The following steps are performed:

1. If the drive is unknown to the HSC70 disk functional
software, or if the SDI verification test failed,
proceed to step 5 of this test.

2. An SDI CHANGE MODE command is issued to the drive.
The CHANGE MODE command directs the drive to
disallow access to the DBN area and changes the
sector size (512 or 576 bytes) back to its original
state.

3. The drive is released from exclusive diagnostic use.
This returns the drive to the Available state.

4. The drive is reacquired for exclusive diagnostic
use. This is to allow looping if more than one pass
is selected.

5. If more passes are left to perform, the test is
reinitiated.

6. If no more passes are left to perform, ILDISK
releases the drive, returns all structures acquired,
and terminates.



S.5 INLINE TAPE TEST (ILTAPE)

ILTAPE initiates tape formatter resident diagnostics or a
functional test of the tape transport. 1In addition, the test
permits selection of a full test of the K.sti interface. When a
full interface test is selected, the K.sti microdiagnostics are
executed, line state is verified, an ECHO test is performed, and
a default set of formatter diagnostics is executed. See the
DRIVE UNIT NUMBER prompt in Section 5.5.3 for information on
initiating a full test. Detected failures result in fault
isolation to the FRU level.

See Section 5.5.9 for a summary of three types of tape transport
tests listed below:

0 Fixed canned sequence
o User sequence supplied at the terminal

0 Fixed streamer sequence.

5.5.1 ILTAPE System Requirements
The following hardware and software are necessary to run ILTAPE.

Hardware requirements include:
0 HSC70 subsystem with K.sti
0 STI compatible tape formatter
0 TA78 tape drive (for transfer commands only)
o Console terminal
o RX33 disk drive or equivalent
The I/0 control processor, Program memory, and Control memory
must be working.
Software requirements include:
o CRONIC
o DEMON
o K.sti microcode
o Tape Functional Code (TFUNCT)

o Diagnostic/Utility Interface (TDUSUB)
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5.5.2 ILTAPE Operating Instructions

The following steps outline the procedure for running ILTAPE.
The test assumes an HSC70 is configured with a terminal and STI
interface. If the HSC70 is not booted, start with step 1. If
the HSC70 is already booted, proceed to step 2.

1. Boot the HSC70

Press the INIT button on the HSC70 OCP of the. The
following message should appear at the terminal:

INIPIO-I Booting...

The boot process takes about one minute, and then the
following message should appear at the terminal:

HSC Version xxxx Date Time System n
2. Type CTRL Y

This causes the KMON prompt

HSC70>

3. Type R DXn:ILTAPE

This invokes the inline tape diagnostic program, ILTAPE. The DX
in step 3 is the RX33 device name. The n refers to the unit
number of the specific RX33 drive. For example, DXl: refers to
RX33 drive number one. The following message should appear at
the terminal:

ILTAPE>D>hh:mm Execution Starting

5.5.3 ILTAPE/User Dialogue

The following paragraphs describe ILTAPE/user dialogue during
execution of ILTAPE. Note default values for input parameters
appear within the brackets of the prompt. The absence of a value
within the brackets indicates the input parameter is not
defaultable.

DRIVE UNIT NUMBER (U) []?

If you want to run formatter diagnostics or transport tests,
enter Tnnn, where nnn is the MSCP unit number (such as T316).

If you want a full interface test, enter Xm (where m is any
number). Typing X, instead of T, requires a requestor number and
slot number. The following two prompts solicit requestor/slot
numbers.



ENTER REQUESTOR NUMBER (2-9) []?

Enter the requestor number. The range includes numbers two
through nine, with no default value.

ENTER PORT NUMBER (0-3) []?

Enter the port number. The port number must be zero, one, two,
or three with no default value. After this prompt is answered,
ILTAPE executes the K.sti interface test.

EXECUTE FORMATTER DIAGNOSTICS (YN) [Y]?

Enter Y (for yes) if you want to execute formatter diagnostics.
This is the default. Enter N if you do not want to run formatter
diagnostics.

MEMORY REGION NUMBER (H) [0]?

This prompt appears only if the response to the previous prompt
was Y. A formatter diagnostic is named according to the
formatter memory region where it executes. Enter the memory
region (hexadecimal) in which the formatter diagnostic is to
execute. ILTAPE continues at the prompt for iterations. Refer
to the appropriate tape drive service manual for more information
on formatter diagnostics.

EXECUTE TEST OF TAPE TRANSPORT (YN) [N]?

To test the tape transport, enter Y (the default is N). If no
transport testing is desired, the dialogue continues with the
ITERATIONS prompt. Otherwise, the following prompts appear.
IS MEDIA MOUNTED (YN) [N]?

This test writes to the tape transport, requiring a mounted
scratch tape. Enter Y if a scratch tape is already mounted.

FUNCTIONAL TEST SEQUENCE NUMBER (D) [1]?

You may select one of five transport tests. The default is 1
(the canned sequence). Enter 0 if a new user sequence will be
input from the terminal. Enter 2, 3 or 4 to select a user
sequence previously input and stored on the RX33 diskette. User
sequences are described in Section 5.5.4. Enter 5 to select the
streaming sequence.

INPUT STEP 00:

This prompt appears only if the response to the previous prompt
was 0. See Section 5.5.4 for a description of user sequences.

ENTER CANNED SEQUENCE RUN TIME IN MINUTES (D) [1]?

5-33



Answering this prompt determines the time limit for the canned
sequence. It appears only if the canned sequence is selected.
Enter the total run time limit in minutes. The default is one
minute.

SELECT DENSITY (0=ALL, 1=1600, 2=6250) [0]?
This prompt permits selection of the densities used during the
canned sequence. It appears only if the canned sequence is

selected. One or all densities may be selected; the default is
ALL.

SELECT DENSITY (1=800, 2=1600, 3=6250) [3]?
This prompt appears only if a user-defined test sequence was
selected. The prompt permits selection of any one of the

possible tape densities. The default density is 6250 bpi.

Enter 1, 2, or 3 to select the desired tape density.

1 = 800 bpi
2 = 1600 bpi
3 = 6250 bpi

The next series of prompts concern speed selection. The
particular prompts depend upon the type of speeds supported,
fixed or variable. ILTAPE determines the speed types supported
and prompts accordingly.

If fixed speeds are supported, ILTAPE displays a menu of
supported speeds, as follows:

Fixed Speeds Available:
(1) sssl IPS
(2) sss2 IPS

(n) sssn IPS,

where sssn is a supported speed in inches per second. The
maximum number of supported speeds is four. Thus, n cannot be
greater than four. The prompt for a fixed speed is:

SELECT FIXED SPEED (D) [1]?
To select a fixed speed, enter a digit (n) corresponding to one

of the above displayed speeds. The default is the lowest
supported speed. ILTAPE continues at the data pattern prompt.



If variable speeds are supported, ILTAPE displays the lower and
upper bounds of the supported speeds as follows:

VARIABLE SPEEDS AVAILABLE:

LOWER BOUND 111 1IPS

UPPER BOUND uuu IPS

where 111 is the lower bound and uuu is the upper bound of
supported speeds. The prompt for a variable speed is:

SELECT VARIABLE SPEED (D) [0 = LOWEST]?
To select a variable speed, enter a number within the bounds,
inclusively, of the displayed supported variable speeds. The
default is the lower bound.
NOTE
If only a single speed is supported, ILTAPE does
not prompt for speed. It runs at the single
speed supported.
DATA PATTERN NUMBER (D) [3]?
Choose one of five data patterns.
0 - User supplied
1 - All zeros
2 - all ones
3 - Ripple zeros
4 - Ripple ones
The default is three. If the response is zero, the following
prompts appear.

HOW MANY DATA ENTRIES (D) []?

Enter the number of unique words in the data pattern. Up to 16
(10) words are permitted.

DATA ENTRY (H) []?
Enter the data pattern word in hexadecimal, for example, ABCD.

This prompt repeats until the all data words specified in the
previous prompt are exhausted.
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SELECT RECORD SIZE (GREATER THAN OR EQUAL TO 1) (D) [8192]?

Enter the desired record size in decimal bytes. The default is
8192 bytes.

NOTE

This prompt does not appear if streaming is
selected.

ITERATIONS (D) [1]?

Enter the number of times the selected tests are to run. After
the number of iterations is entered, the selected tests begin
execution. Errors encountered during execution cause display of
appropriate messages at the terminal.

5.5.4 ILTAPE User Sequences

In order to test/exercise a tape transport, write a sequence of
commands at the terminal. This sequence may be saved on the RX33
diskette and be recalled for execution at a later time. Up to
three user sequences can be saved on the RX33.

Following is a list of supported user sequence commands:

WRT Write one record

RDF Read one record forward

RDFC Read one record forward with compare
RDB Read one record backward

RDBC Read one record backward with compare
FSR Forward space one record

FSF Forward space one file

BSR Backspace one record

BSF Backspace one file

REW Rewind

RWE Rewind with erase

UNL Unload (after rewind)

WTM Write tape mark

ERG Erase gap
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cnnn Counter set to nnn (0 = 1000.)

Dnnn Delay nnn ticks (0 = 1000.)

BRnn Branch unconditionally to step nn

DBnn Decrement counter and branch if nonzero to step nn
TMnn Branch on Tape Mark to step nn

NTnn Branch on no Tape Mark to step nn

ETnn Branch on EOT to step nn

NEnn Branch on not EOT to step nn

QuUIT Terminate input of sequence steps

Typing 0 in response to the prompt
FUNCTIONAL TEST SEQUENCE NUMBER (D) [1]?

initiates the user sequence dialogue. The following paragraphs
describe the ILTAPE/user dialogue during a new user segquence.

INPUT STEP nn

Enter one of the user sequence commands listed previously.
ILTAPE keeps track of the step numbers and automatically
increments them. Up to 50 steps may be entered. Typing QUIT in
response to the prompt

INPUT STEP nn

terminates the user sequence. At that time, the following prompt
appears:

STORE SEQUENCE AS SEQUENCE NUMBER (0,2,3,4) [0]?

The sequence entered at the terminal may be stored on the RX33 in
one of three files. To select one of these files, type 2, 3 or
4. Once stored, the sequence may be recalled for execution at a
later time by referring to the appropriate file (typing 2, 3 or
4) in response to the sequence number prompt.

Typing 0 (the default) indicates the user sequence just entered
should not be stored. 1In this case, the sequence cannot be run
at a later time.

An example of entering a user sequence follows:

INPUT STEP 00 REW ;Rewind the tape

INPUT STEP 01 C950 ;Set counter to 950
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INPUT STEP 02 WRT ;Write one record

INPUT STEP 03 ETO07 ;If EOT branch to step 7
INPUT STEP (04 RDB ;Read backward one record
INPUT STEP (05 FSR ;Forward space one record
INPUT STEP 06 DBQ2 ;Decrement counter, branch

;To step 2 if nonzero
INPUT STEP (07 REW ;Rewind the tape
INPUT STEP 08 QUIT ;Terminate sequence input
STORE SEQUENCE AS SEQUENCE NUMBER (0,2,3,4) [0]2 3

This sequence writes a record, reads it backwards and skips
forward over it. If an EOT is encountered prior to writing 950
records, the tape is rewound and the sequence terminates. Note,
the sequence is saved on the RX33 as sequence number 3 and can be
recalled at a later execution of ILTAPE.

5.5.5 ILTAPE Progress Reports

When transport testing is finished, a summary of soft errors
appears on the terminal upon completion of the test. The format
of this summary 1is:

SOFT ERROR SUMMARY: READ WRITE COMPARE

XXXXXX XXXXXX XXXXXX

Successful completion of a formatter diagnostic is indicated by
the following message on the terminal:

TEST nnnn DONE
where nnnn is the formatter diagnostic test number.

When an error is encountered, an appropriate error message is
printed on the terminal.

5.5.6 ILTAPE Test Termination

ILTAPE terminates normally after the selected tests successfully
complete. The program also terminates after typing a CTRL Y or
CTRL C at any time. Further, certain errors cause ILTAPE to
terminate automatically.



5.5.7 ILTAPE Error Message Example
ILTAPE conforms to the diagnostic generic error message format
(Section 5.1.1.1). An example of an ILTAPE error message

follows:

ILTAPE>D>09:31 T 011 U-T00101
ILTAPE>D>COMMAND FAILURE
ILTAPE>D>MSCP WRITE MULTIPLE COMMAND
ILTAPE>D>MSCP STATUS: 000000
ILTAPE>D>POSITION 001792

The test number reflects the state level where ILTAPE is
executing when an error occurs. This number does not indicate a
separate test that can be called. Test levels are defined as
follows:

0 Initialization of tape
software interface

1 Device (port, formatter, unit)
acquisition

2 STI interface test in execution

3 Formatter diagnostics executing
in response to Diagnostic Request
(DR) bit

4 Tape transport functional test

5 User-selected formatter

diagnostics executing

6 Termination and clean-up

The optional text is dependent upon the type of error.

5.5.8 ILTAPE Error Messages
The following list describes ILTAPE error messages.

0 Error 1 - INITIALIZATION FAILURE - Tape path software
interface cannot be established due to insufficient
resources (buffers, gqueues, timers, etc..)

0 Error 2 - SELECTED UNIT NOT A TAPE - Selected drive is
not known to the HSC as a tape.

0 Error 3 - INVALID REQUESTOR/PORT NUMBER - Selected
requestor number or port number is out of range or port



selected is not known to the system.

Error 4 - REQUESTOR NOT A K.STI - Selected requestor is
not known to the system as a tape data channel.

Error 5 - TIMEOUT ACQUIRING DRIVE SERVICE AREA - While
attempting to acquire the Drive Service Area (port) in
order to run the STI interface test, a timeout occurred.
If this happens, the tape functional code is corrupted.
ILTAPE invokes a system crash.

Error 6 — REQUESTED DEVICE UNKNOWN - Device requested is
not known to the tape subsystem.

Error 7 - REQUESTED DEVICE IS BUSY - Selected device is
Online to another controller or host.

Error 8 - UNKNOWN STATUS FROM TAPE DIAGNOSTIC INTERFACE
- interface an unknown status was returned from the
diagnostic software interface, TDUSUB.

Error 9 - UNABLE TO RELEASE DEVICE - Upon termination of
ILTAPE or upon an error condition, the device(s) could
not be returned to the system.

Error 10 - LOAD DEVICE WRITE ERROR - CHECK IF WRITE
LOCKED - An error occurred while attempting to write a
user sequence to the RX33. <Check to see if the RX33
diskette is write protected. You are reprompted for a
user sequence number, To break the loop of reprompts,
type CTRL Y.

Error 11 - COMMAND FAILURE - A command failed during
execution of ILTAPE. The command in error may be one of
several types such as an MSCP or Level 2 STI command.
The failing command is identified in the coptional text
of the error message. For example,

ILTAPE>D>MSCP READ COMMAND

ILTAPE>D>MSCP STATUS: nnnnnn

Error 12 - READ MEMORY BYTE COUNT ERROR - The requested
byte count used in the read (formatter) memory command
is different from the actual byte count received.
EXPECTED COUNT: xxxx ACTUAL COUNT: yyyy -

Error 13 - FORMATTER DIAGNOSTIC DETECTED ERROR - A
diagnostic running in the formatter detects an error.

Any error text from the formatter is displayed.

Error 14 - FORMATTER DIAGNOSTIC DETECTED FATAL ERROR - A
diagnostic running in the formatter detects a fatal
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error. Any error text from the formatter is displayed.

Error 15 - RX33 READ ERROR - While attempting to read a
user sequence from the RX33, a read error was
encountered. Ensure a sequence has been stored on the
RX33 as identified by the user sequence number. The
program reprompts for a user sequence number. To break
the loop of reprompts, type a CTRL Y.

Error 16 - INSUFFICIENT RESOURCES TO ACQUIRE SPECIFIED
DEVICE - During execution, ILTAPE was unable to acquire
the specified device due to a lack of necessary
resources. This condition is identified to ILTAPE by
the tape functional code via the diagnostic interface,
TDUSUB. ILTAPE has no knowledge of the specific
unavailable resource.

Error 17 - K MICRODIAGNOSTIC DID NOT COMPLETE - During
the STI interface test, the requestor microdiagnostic
timed out.

Error 18 - K MICRODIAGNOSTIC REPORTED ERROR - During the
STI interface test, an error condition was reported by
the K microdiagnostics.

Error 19 - DCB NOT RETURNED, K FAILED FOR UNKNOWN REASON
- During the STI interface test, the requestor failed
for an undetermined reason and the Diagnostic Control
Block (DCB) was not returned to the completion gqueue.

Error 20 - IN DCB UPON COMPLETION - During the STI
interface test, an error condition was returned in the
DCB.

Error 21 - UNEXPECTED ITEM ON DRIVE SERVICE QUEUE -
During the STI interface test, an unexpected entry was
found on the drive service queue.

Error 22 - STATE LINE CLOCK NOT RUNNING - During the STI
interface test, execution of an internal command to
interrogate the Real Time Formatter State line of the
drive indicated the state line clock is not running.

Error 23 - INIT DID NOT STOP STATE LINE CLOCK - During
the STI interface test, after execution of a formatter
INITIALIZE command, the state line clock did not drop
for the time specified in the STI specification.

Error 24 - STATE LINE CLOCK DID NOT START UP AFTER INIT
- During the STI interface test, after execution of a
formatter INITIALIZE command, the state line clock did
not start up within the time specified in the STI
specification.



C

Error 25 - FORMATTER STATE NOT PRESERVED ACROSS INIT -
The state of the formatter prior to a formatter
initialize was not preserved across the initialization
sequence.

Error 26 - ECHO DATA ERROR - Data echoed across the STI
interface was incorrectly returned.

Error 27 - RECEIVER READY NOT SET - After issuing an
ONLINE command to the formatter, the Receiver Ready
signal was not asserted.

Error 28 - AVAILABLE SET IN ONLINE FORMATTER - After
successful completion of a formatter ONLINE command to
the formatter, the Available signal is set.

Error 29 - RX33 ERROR - FILE NOT FOUND - During the user
sequence dialogue, ILTAPE was unable to locate the
sequence file associated with the specified user
sequence number. Check that a RX33 system diskette is
properly installed. The program reprompts for a user
sequence number. To break the loop of reprompts, type a
CTRL Y.

Error 30 - DATA COMPARE ERROR - During execution of the
user or canned sequence, ILTAPE encountered a software
compare mismatch on the data written and read back from
the tape. The software compare is actually carried out
by a subroutine in the diagnostic interface, TDUSUB.
The results of the compare are passed to ILTAPE.
Information in the text of the error message identifies
the data in error.

Error 31 - EDC ERROR - During execution of the user or
canned sequence, ILTAPE encountered an EDC error on the
data written and read back from the tape. This error is
actually detected by the diagnostic interface, TDUSUB
and reported to ILTAPE. Information in the text of the
error message identifies the data in error.

Error 32 - INVALID MULTIUNIT CODE FROM GUS COMMAND -
After a unit number is input to ILTAPE and prior to
acquiring the unit, ILTAPE attempts to obtain the unit's
multiunit code via the GET UNIT STATUS command. This
error indicates a multiunit code of zero was returned to
ILTAPE from the tape functional code. Because a
multiunit code of zero is invalid, this error is
equivalent to a device unknown to the tape subsystem.

Error 33 - INSUFFICIENT RESOURCES TO ACQUIRE TIMER -
ILTAPE was unable to acguire a timer from the system;
insufficient buffers are available in the system to
allocate timer queues.



0 Error 34 - UNIT UNKNOWN OR ONLINE TO ANOTHER CONTROLLER
- The device identified by the selected unit number is
either unknown to the system, or it is online to another
controller. Verify the selected unit number is correct
and run ILTAPE again.

5.5.9 ILTAPE Test Summaries
Summaries of the tests contained in this diagnostic follow.

5.5.92.1 K.sti Interface Test Summary - This portion of ILTAPE
tests the STI interface of a specific tape data channel and port.
It also performs low-level testing of the formatter by
interfacing to the K.sti Drive Service Area (port) and executing
various level 2 STI commands. The testing is limited to dialogue
operations; no data transfer is done. The operations performed
are DIAGNOSE, READ MEMORY, GET DRIVE STATUS, and READ LINE
STATUS. .

K.sti microdiagnostics are executed to verify the tape data
channel. A default set of formatter diagnostics (out of memory
region 0) is executed to test the formatter, and an echo test is
performed to test the connection between the port and the
formatter.

Failures detected are isolated to the extent possible and limited
to tape data channel, the STI set, or the formatter. The STI set
includes a small portion of the K.sti module, and the entire STI
(all connectors and cables and a small portion of the drive).

The failure probabilities of the STI set are:

1. STI cables or connectors (most probable)
2. Formatter
3. K.sti (least probable)

When the STI set is identified as the FRU, replacement should be
in the order indicated in the preceding list.

5.5.9.2 Formatter Diagnostics Test Summary - Formatter
diagnostics are executed out of a formatter memory region
selected by the user. Refer to the particular tape drive service
manual (for example, TA78 Magnetic Tape Drive Service Manual) for
a description of the formatter tests. Failures detected identify
the formatter as the FRU.
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5.5.9.3 User Sequences Test Summary - User sequences are used to
exercise the tape transport. The particular sequence is totally
user-defined. Refer to Section 5.5.4,

5.5.9.4 Canned Sequence Test Summary - The canned sequence is a
fixed routine for exercising the tape transport. The canned
sequence first performs a quick verify of the ability to read and
write tape at all supported densities. Using a user-selected
record size, it then writes, reads, and compares the data written
over a 200-foot length of tape. Positioning over this length of
tape is also performed. Finally, random record sizes are used to
write, read, compare, and position over a 50-foot length of tape.
Errors encountered during the canned sequence are reported at the
terminal.

5.5.9.5 Streaming Sequence Test Summary - The streaming sequence
is a fixed sequence which attempts to write and read the tape at
speed (without hesitation). The entire tape is written, the tape
is rewound, and the entire tape is read back. Execution may be
terminated at any time by typing CTRL Y.

NOTE

In reading the tape, ILTAPE uses the ACCESS
command. This allows the tape to move at speed.
This is necessary because of the buffer size
restrictions existing for diagnostic programs.

5.6 INLINE TAPE COMPATABILITY TEST (ILTCOM)

ILTCOM tests the compatibility of tapes which may have been
written on different systems and different drives with STI
compatible (TA78) drives connected to an HSC via the STI bus.
ILTCOM may generate, modify, read, or list a compatibility tape.
Data read from the compatibility tape is compared to the expected
pattern. A compatibility tape consists of groups of files,
called bunches, of records of specific data patterns. The format
of the compatibility tape is described in following paragraphs.

Each bunch contains a header record and several data records of
different sizes. Each bunch is terminated by a Tape Mark. The
last bunch on a tape is followed by an additional Tape Mark (thus
forming logical EOT).

Each bunch contains a total of 199 records: one header record
followed by 198 data records. The header record contains 48
(decimal) bytes of 6 bit-encoded descriptive information as
follows:
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Table 5-1

The data

o

ILTCOM Header Record

Description Length Example
Drive type 6 Bytes TA78
Drive Serial Number 6 Bytes 123456
Processor Type 6 Bytes HSC-70
Processor Ser. No. 6 Bytes 123456
Date 6 Bytes 093083
Comment * 18 Bytes Comment

~am raaA ki 3
can read but cannot generate a comment field.

records are arranged as follows:

Sixty-six records 24 (decimal) bytes in length. These
records sequence through 33 different data patterns.
The 1lst and 34th records contain pattern 1, the 2nd and
35th records contain pattern 2, ..., the 33rd and 66th
records contain pattern 33.

Sixty-six records 528 (decimal) bytes in length. These
records sequence through the 33 data patterns as
described above.

Sixty-six records 12,024 (decimal) bytes in length.

These records sequence through the 33 data patterns in
the same manner as the preceding ones.
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The data patterns used are shown below:

Table 5-2 ILTCOM Data Patterns
Pattern

Number Pattern

1 377

2 000

3 274,377,103,000
4 000,377,377,000
5 210,104,042,021
6 273,167,356,333
7 126,251

8 065,312

9 000,377

10 001

11 002

12 004

13 010

14 020

15 040

16 100

17 200

18 376

19 375

20 373

21 367

22 357

23 337

24 277

25 177

26 207,377,370,377
27 170,377,217,377
28 113,377,264,377
29 035,377,342,377
30 370,377,207,377
31 217,377,170,377
32 264,377,113,377
33 342,377,035,377
5.6.1 ILTCOM System Requirements

Description

Ones

Zeros

Peak shift

Peak shift
Floating one
Floating zero
Alternate bits
Square pattern
Alternate frames

Track 0 on
Track 1 on
Track 2 on
Track 3 on
Track 4 on
Track 5 on
Track 6 on
Track 7 on
Track 0 off
Track 1 off
Track 2 off
Track 3 off
Track 4 off
Track 5 off
Track 6 off
Track 7 off

Bit peak shift

The following hardware and software are necessary to run ILTCOM.
Hardware requirements include HSC subsystem with K.sti,

STI-compatible tape formatter and drive.
all of the necessary hardware 1s assumed to
Errors are detected and reported but fault isolation
Software requirements include CRONIC,
TFUNCT (Tape Functional Code), TDUSUB

diagnostic in nature,
be working.
is not a goal of ILTCOM.
DEMON, K.sti microcode,

(Diagnostic/Utility Interface).

Because ILTCOM is not
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5.6.2 ILTCOM Operating Instructions
The following steps outline the procedure for running ILTCOM.
ILTCOM assumes the HSC is configured with a terminal, STI
interface, and a TA78 tape drive (or STI compatible equivalent).
If the HSC is already booted, proceed to step 2 below. If the
HSC needs to be booted, start with step 1.

1. Boot the HSC

Press the INIT button on the OCP of the HSC. The
following message should appear at the terminal:

INIPIO-I Booting...

The boot process takes about one minute, and then the
following message should appear at the terminal:

HSC70 Version xxxx Date Time System n
2. Type CTRL Y

This causes the KMON prompt,

HSC70>

3. Type R DXn:ILTCOM, where n equals the number of the RX33
drive containing the system diskette.

This invokes the compatibility test program, ILTCOM.
The following message should appear at the terminal:

ILTCOM>D>hh:mm Execution Starting

The subsequent program dialogue is described in the next
section.

5.6.3 ILTCOM Test Parameter Entry

ILTCOM allows the writing, reading, listing, or modifying of
compatibility tapes. The following describes the user dialogue
during the execution of ILTCOM.

DRIVE UNIT NUMBER (U) []?

Enter the tape drive MSCP unit number (such as T21)

SELECT DENSITY FOR WRITES (1600, 6250) []?

Enter the write density by typing {(up to) 4 characters of the
density desired (1600 or 1 for 1600 bpi).

SELECT FUNCTION (WR=WRITE,REA=READ,ER=ERASE,
LI=LIST,REW=REWIND,EX=EXIT) []?



Enter the function by typing up to four characters which uniquely
identify the desired function (for instance, READ or REA for
read).

The subsequent dialogue is dependent upon the function selected.
WRITE -

The write function writes new bunches on the compatibility tape.
Bunches are either written one at a time or over the entire tape.
Bunches are written from the current tape position. If the write
function is selected, the following prompts occur.

PROCEED WITH INITIAL WRITE (YN) [N]?

Type Y or N (for yes or no, respectively.) The default is no, in
which case program control is continued at the function selection
prompt. If the response is yes, the following prompt ocurrs:

WRITE ENTIRE TAPE (YN) [N]?

Type Y (for yes), if the entire tape is to be written. Writing
of bunches begins at the current tape position and continues to
physical EOT (end-of-tape). Type N (for no), which is the
default, if the entire tape is not to be written. 1In this case,
only one bunch is written from the current tape position. This
prompt only appears on the initial write selection. After the
bunch({es) have been written, control continues at the function
selection prompt.

READ -

The read function reads and compares the data in the bunches with
an expected (predefined) data pattern. As the reads occur, the
bunch header information is displayed at the terminal. The
format of the display is shown in the following example:

BUNCH 01 WRITTEN BY TA78 SERIAL NUMBER 002965
ON A HSC70 SERIAL NUMBER 005993 ON 09-18-84

The number of bunches to be read is user selectable. All reads
are from BOT. If the read function is selected, the following
prompt appears:

READ HOW MANY BUNCHES (D) [0=ALL]?
Type the number of bunches to be read. The default (0) causes
all bunches to be read. After the requested number of bunches

have been read and compared, control c