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INTRODUCTION

This manual provides descriptive and operational
information for the B 20 Operating System
(BTOS), hereinafter referred to as "Operating
System" or "OS". The 0OS is a powerful, real time
multitasking operating system for the B 20 Micro-
Computer Systems. The information is provided in
sections and appendices as listed in the Table
of Contents. This information 1is relative to
BTOS Release Level 3.0.

The following technical manuals are referenced
for additional information:

Title

B 20 System Programmers and Assembler
Reference Manual (Part 2)

B 20 Installation Planning Guide

B 20 Operations (Part 1)

B 20 Operations (Part 2)

B 20 Word Processing Quick Reference
Guide

20 Pascal Reference Manual

20 FORTRAN Reference Manual

20 COBOL II Reference Manual

20 Systems Debugger Reference Manual
20 Systems Editor Reference Manual
20 Systems Linker/Librarian
Reference Manual

B 20 System Programmers and Assembler
Reference Manual (Part 1)

20 Systems Font Reference Manual

20 Systems Form Reference Manual

20 Systems ISAM Reference Manual

20 2780; 3780 RJE Reference Manual
20 3270 Reference Manual

20 Asynchronous Terminal Emulator
(ATE) Reference Manual

B 20 Systems Sort/Merge Reference
Manual

B 20 System Software Operation Guide

Wwwww

wmwww

Form numbers and release 1level numbers for the
above manuals can Dbe found 1in the Customer
Technical Publications Catalog and Price List -
Form 1130010.
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Software Patches

Within a particular release, patches to individual items may be
issued. For example, an Operating System identified by 2.02.03
contains certain improvements over an Operating System 2.02.01.
A patch always increases the patch number. All system software
items within a given release (mark and level numbers ) may be
used together, regardless of the patch number, unless explicitly
stated otherwise in the technical notes of the item.

The file [D0]<Sys>Sys.Version will be used to record the patches
made to the software on the B20. It will be "Appended" if a new
patch release is issued. The format of the file records will be
as follows:

AAA BBBBB X.XX.XX
[} [}

--------- release level
-------------- affected file
——————————————————— Operating System or
utility identifier

For example, if a change to the Spooler was made, the record will
look as follows:

Spooler InstallSpl.Run 2.2.4-USA
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CONVENTIONS USED IN THIS MANUAL

Numbers

Memory Address

Variable Names

Prefixes

Numbers are decimal except when suffixed with "h"
for hexadecimal. Thus, 10h = 16 and OFFh = 255,

Memory address refers to the logical memory
address. (See the "Memory Management" section.)

Variables are named according to a formal
convention. Some of the characteristics of the
variable can be inferred from its name.
Parameters wused 1in procedure definitions and
fields of request blocks and other data
structures are named according to this
convention.

A variable name 1is composed of up to three
parts: a prefix, a root, and a suffix.

The prefix identifies the data type of the
variable. Common prefixes are:

b byte (8-bit character or unsigned number),
c count (unsigned number),

f flag (TRUE = OFFh or FALSE = 0),

i index (unsigned number),

n number (unsigned number) (same as "c"),

o offset from the segment base address (16
bits),

P logical memory address (pointer) (32 bits
consisting of the offset and the segment
base address),

q quad (32-bit unsigned integer),
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rg array of..., and
s size in bytes (unsigned number).

Prefixes can be composed. Common compound
prefixes are:

cb count of bytes (the number of bytes in a
string of bytes),

pb pointer to (logical memory address of) a
string of bytes, and

rgb array of bytes.

Roots
The root of a variable name can be unique to that
variable, selected from the 1list Dbelow, or a
compound of the two. Common roots are:
dcb Device Control Block,
dh device handle,
erc status (error) code,
exch exchange,
fcb File Control Block,
fh file handle,
1fa logical file address,
ph partition handle
geh queue entry handle
rq request block, and
ucb User Control Block.
Suffixes

The suffix identifies the use of the variable.
Suffixes are:

Last the largest allowable index of an array,
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Examples

Max

Ret

the maximum length of an array or buffer
(thus one greater than the largest
allowable index), and

identifies a variable whose value is to
be set by the called process or procedure
rather than specified by the calling
process.

Here are a few examples of variable names:

cbFileSpec the count of bytes of a file
specification,

ercRet the status code to be returned to
the calling process,

pPbFileSpec the memory address of a string of
bytes containing a file
specification,

pDataRet the memory address of an area into

which data is to be returned to
the calling process,

ppDataRet the memory address of a 4-byte

memory area into which the memory
address of a data item is to be
returned to the calling process,

PRg the memory address of a request
block,

psDataRet the memory address of a (2-byte)
memory area into which the size of
a data item is to be returned,

sData the size (in bytes) of a data
area,

sDataMax the maximum size (in bytes) of a
data area, and

ssDataRet the size of the area into which

the size of a data item is to be
returned.

XXV






SECTION 1
OVERVIEW

MULTIPROGRAMMING

The B20 Operating System provides a real-time,
mul tiprogramming environment. Mul ti programmi ng
is supported at three levels: application
systems, tasks, and processes.

First, any number of application systems can
coexist, each in its own memory partition. (An
application system is a collection of one or more
tasks that access a common set of files and
implement a single application.)

Second, any number of tasks can be 1loaded into
the memory of a partition and independently
executed. (A task 1is an executable program,
created by translating one or more source
programs into object modules and 1linking them
together.)

Third, any number of processes can independently
execute the code (instructions) of each task. (A
process is the basic element of computation that
competes for access to the processor.)

EVENT-DRIVEN PRIORITY SCHEDULING

To meet the system builder's need for high
performance, the Operating System Kernel provides
efficient, event-driven, priority scheduling for
an unlimited number of processes.

Each process is assigned one of 255 priorities
and is scheduled for execution based on that
priority. Whenever an event, such as the
completion of an input/output operation, makes a
higher priority process eligible for execution,
rescheduling occurs immediately. This provides a
more responsive system than scheduling techniques
that are entirely time based.

To give multiple tasks with the same priority a
fair share of system resources, processes with
priorities in a predefined range are subject to
time slicing. Processes with the same priority
are then executed in turn for intervals of 100 ms
in round robin fashion.



INTERPROCESS COMMUNICATION

EXCHANGES

The other major function provided by the O0S
Kernel is the interprocess communication (IPC)
facility. IPC is used for synchronizing process
execution and for transmitting information
between processes.

A process can "send" a message and can "wait" for
a message. When a process waits for a message,
its execution 1is suspended until a message is
sent to it. This allows processes to synchronize
execution. A process can also "check" whether a
message is available without its execution being
suspended.

As a simple example, Process A sends a message to
Process B and then waits for an answer. Process
B waits for a message, performs a function
determined by that message, and then sends an
answering message. This sequence assures that
Process B does not begin its function until
requested and that Process A does not resume
execution until Process B has completed its
function.

As a more complex example, Process A continues
execution in parallel with the execution of
Process B Dbefore synchronizing execution by
waiting for the answer.

Messages are not sent directly from process to
process. Rather, they are routed through an
intermediary element called an exchange.

Expanding on the example above: Process A sends
a message to Exchange X and waits at Exchange Y,
while Process B waits at Exchange X and sends an
answering message to Exchange Y.

A single process can serve several exchanges, in
which case it can select which of several kinds
of messages to process next. This can be used to
set priorities for the work the process is to
perform.

Also, several processes can serve the same
exchange, thereby sharing the processing of a
single kind of message.



SYSTEM SERVICE PROCESSES

The B20 Operating System includes a number of
system service processes. These processes, which
are scheduled for execution in the same manner as
application processes, receive IPC messages to
request the performance of their services.
Because of this internal use of I1PC, the
Operating System is classified as message—based.

Each system service process acts as the guardian
and manager for a class of system resources such
as files, memory, or keyboard. Because the
system service process is the only software
element that accesses the resource, and because
the interface to the system service process is
formalized through the use of IPC, a highly
modular environment results.

This modular environment increases reliability by
localizing the scope of processing and provides
the flexibility to replace a system service
process as a complete entity.

ACCESSING SYSTEM SERVICES

Each of the functions provided by the system
service processes can be accessed through the use
of a procedure call from high-level languages
such as FORTRAN and Pascal, as well as from
assembly language.

The use of a procedural interface masks all the
complexities of using 1IPC: the procedural
interface automatically uses a default response
exchange and builds the "request block" message
on the stack of the calling process.

In high-performance applications, however, the
direct use of IPC operations to access system
services allows an increased degree of
concurrency between multiple input/output
operations and computation.



FILTERS

Requests for system services are directed to the
appropriate system service process through
reference to a table that can be modified. This
allows a system service request to be redirected
to another system service process and also allows
the implementation of filters. A filter enables
the system builder to customize the function of a
system service without modifying the system
service process that implements it.

As an example, a filter process positioned
between the file management system and its client
processes can perform special password validation
before permitting access to a file.

LOCAL RESOURCE-SHARING NETWORK (CLUSTER)

The Operating System provides support for local
resource-sharing networks (clusters), as well as
for standalone workstations. In a cluster
configuration (consisting of a master workstation
and up to 16 cluster workstations), essentially
the same Operating System executes 1in each
cluster workstation as in the master workstation.
The master workstation provides file system and
queue management resources for all workstations
in the cluster. In addition, it concurrently
supports its own interactive application
processing.

In the cluster configuration, the IPC facility is
extended to provide transparent access to system
service processes that execute 1in the master
workstation. While some services, 1like file
management, queue management, 3270 emulator, and
data base management, migrate to the master
workstation, others, such as video and keyboard
management, remain at the cluster workstation.

One high-speed RS-422 channel is standard on each
workstation. This channel 1is used by cluster
workstations for communication with the master
workstation. Master workstations of small
cluster configurations (up to four cluster
workstations) use this channel for communications
with their cluster workstations. However, master
workstations of large cluster configurations use
one or two Communications 1/0 Processors
(CommIOPs) for communications with their cluster
workstations.



The CommIOP, which is added to the Multibus of
the master workstation, is an intelligent
communications processor based on the Intel 8085
microprocessor. The CommIOP serves up to four
cluster workstations on each of its two high-
speed serial lines.

STANDARD NETWORK

A Standard Network extends the O0S resource-
sharing capabilility to permit sharing of file
system and printer spooler resources between
clusters connected by leased, voice-grade 1lines
and/or an X.25 Value-Added Network. In addition,
the Standard Network permits access to other
computers through the Value-Added Network.

VIRTUAL CODE SEGMENT MANAGEMENT

The OS virtual code segment management facility
permits the execution of an application system
whose size exceeds the available partition
memory. To ensure maximum real-time performance,
the use of this facility is under control of the
system builder; an application system uses
virtual code segment management only if the
option is selected when its task image is 1linked.

If the virtual code segment facility is selected
for a task, the code of the task is divided into
variable-length segments that reside on disk. As
the task executes, only the code segment being
executed at a particular time must occupy the
main memory of the partition. However, to
maximize performance, recently used code segments
are retained in memory as long as possible.
Also, the data of the task remains in the main
memory of the partition for the duration of task
execution.

FILE MANAGEMENT

The OS file management system provides a
hierarchical organization by volume, directory,
and file. A volume is automatically recogni zed
when placed online. Each file can have a 50-
character file name, a l2-character password, and
a file protection 1level. A file can be
dynamically expanded or contracted without 1limit
as long as it fits on one disk. Concurrent file
access is controlled by read (shared) and modi fy
(exclusive) access modes.
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While providing convenience and security, the OS
file management system supplies the system
builder with the full throughput capability of
the disk hardware. This includes reading or
writing any sector of any open file with one disk
access, reading or writing up to 64k bytes with
one disk access, input/output overlapped with
process execution, and optimized disk arm
scheduling.

The duplication of «critical volume control
structures protects the integrity of disk file
data against hardware malfunction. The Backup
Volume utility is able to recover a file if
either of its redundant File Header Blocks is
valid.

DEVICE HANDLERS

A device handler can be part of the application
process or it can be a system service process.
Its interrupt handler can let the OS Kernel save
process context (in which case it can be written
in FORTRAN or Pascal), or it <can receive the
interrupt directly from the hardware. IPC
provides an efficient, yet formal, interface from
interrupt handler to device handler and from
device handler to application process.

OTHER FEATURES

The Operating System also provides support for
video display with multiple split screens,
unencoded keyboard, communications 1lines,
Sequential Access Method, Record Sequential
Access Method, Direct Access Method, and Indexed
Sequential Access Method.



COMMAND INTERPRETER

Interaction with the workstation operator is a
function of the B20 Executive, not of the
Operating System. This allows the system builder
to choose the manner in which the video display
and keyboard are used.

The Executive is a forms-oriented command
interpreter providing an operator interface that
includes a HELP facility, command files, and the
interactive addition of new commands. The
Executive is available for program development
and for system builders that find its operator
interface compatible with their users' needs.
However, the Executive 1is a normal application-
level program that can easily be replaced by the
customized command interpreter of the system
builder.

See the B20 System Executive Reference Manual,
form 1144474 for more information about the
Executive.

COMPACT SYSTEM

A compact version of the Operating System can be
created at system build. The compact version
requires less memory yet provides all Operating
System functions except the simul taneous
execution of multiple application systems. In
the compact version, one application system is
executed at a time.

BATCH MANAGER

Sequential execution of noninteractive
application systems is a function of the batch
manager. The batch manager interprets job

control language files that execute specified
application systems with specified parameters.
The batch manager 1is wuseful for both program
development and end-user environments.






GENERAL

SECTION 2
CONCEPTS

Some of the concepts described in this Section
are illustrated in program examples in Appendix
F.

STRUCTURE OF THE B 20 OPERATING SYSTEM

The basic components of the B20 Operating System
are:

o) the Kernel,

o system service processes,

o system common procedures,

o object module procedures, and
o device and interrupt handlers.

The Kernel, the most primitive yet most powerful
component of the Operating Systen, provides
process management and interprocess communication
facilities. It schedules process execution,
including the saving and restoring of process
context. A process 1is the basic element of
computation that competes for access to the
processor. The Kernel's interprocess
communication primitives are the primary building
blocks for synchronizing process execution and
transmitting information between processes.

System service processes are OS processes that
guard and manage system resources. System
service processes are scheduled for execution in
the same manner as application processes.

The four major categories of system services are:
o task management,

o} file management,

o device management, and

o memory management.

There are two ways to access 0S system services.
The more convenient is by a procedure call from a
high-level language. The more primitive allows
an increased degree of concurrency between
multiple input/output operations and computation.



System common procedures are OS procedures that
perform some common system functions. An example
of a system common procedure 1is Exit, which
terminates the execution of an application
system. System common procedures are executed in
the same context and at the same priority as the
invoking process. The Video Access Method is an
example of system common procedures.

Object module procedures are procedures that are
supplied as part of an object module file. They
are not part of the OS System Image itself. Most
application systems require only a subset, not a
full set, of these procedures. The desired
subset is linked into the application task. The
Sequential Access Method is an example of object
module procedures.

Device handlers and interrupt handlers of the
Operating System are accessed indirectly through
the convenient interfaces of the system service
processes.

System builders can easily include their own
system service processes, system common
procedures, device handlers, and interrupt
handlers in the 0S System Image at system build.
System build is the name for the sequence of
actions necessary to construct a customized OS
System Image. System build is described 1in the
B20 System Programmers and Assembler Reference
Manual (Part 1), form 1148699.

PROCESSING CONCEPTS

Under the Operating System, an application system
(see Figure 2-1) is the collection of all logical
software elements (tasks) currently in a
partition. These tasks can be loosely or tightly
coupled, but all perform related portions of the
same application. These tasks execute
asynchronously. ‘

A task consists of executable code, data, and one
Oor more processes. The code and data can be
unique to the task or shared with other tasks. A
task is created by translating one or more source
programs into object modules and then 1linking
them together. This results in a task image that
is stored on disk in a run file.
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Figure 2-1. Relationship of Processes, Tasks, and an Application System

When requested by a currently active task, such
as the Executive, the Operating System reads the
task image from the run file into partition
memory, relocates intersegment references, and
schedules it for execution. The new task can
coexist with or replace other application tasks
in its partition memory.

A process is the basic element of computation
that competes for access to the processor. A
process consists of: (1) the address of the next
instruction to execute on behalf of this process,
(2) a copy of the data to be 1loaded 1into the
processor registers before control is returned to
this process, and (3) a stack. A process is
assigned one of 255 priorities so that the
Operating System can schedule its execution
appropriately.



MEMORY ORGANIZATION

The memory of a system consists of two types of
partitions:

system partitions, which contain the
operating system and dynamically installed
system services, and

application partitions, each of which
contains an application system.

When a system is initiated, the Operating System
is loaded into the system partition at the low
address end of memory. Dynamically installed
system services are loaded into extended system
partitions located at the high address end of
memory. The remaining memory 1is defined as a
single application partition, called the primary
application partition. (See Figure 2-2.)

Low End of Memory
System Partition

p—
Interactive
Application ﬁ Primary Application Partition
System

| W

Extended System Partition

High End of Memory

Figure 2-2. Memory Organization



When new partitions are created, they are placed
at the high address end of the existing
application partition and are called secondary
application partitions. The remaining memory is
defined as the primary application partition.
(See Figure 2-3.)

The primary application partition is for
interactive programs that use the keyboard and
video display to interact with the user. Such
partitions can be loaded wi th interactive
programs chosen by the user, such as the Word
Processor, a terminal emulator, or a user-written
application program.

Low End of Memory

System Partition

Interactive
Application -< Primary Application Partition
System

Noninteractive ‘ Secondary Application Partition B
Application

Systems

Secondary Application Partition A

Extended System Partition

High End of Memory

Figure 2-3. Memory Organization with Secondary Application Partition
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Types of Memory

Secondary application partitions are for
noninteractive applications. Such partitions can
be used for execution batch jobs under control of
the batch manager, user—-written applications, or
system services.

A compact version of the Operating System can be
built at system build that saves memory yet
provides all Operating System functions described
for the execution of one application system at a
time. The compact version can have only one
application partition, as shown in Figure 2-2.

Two types of memory allocation are available to
the application system: 1long-lived and short-
lived. Within each application partition, long-
lived memory expands upward from 1low memory
locations while short-lived memory expands
downward from high memory locations. The
Operating System allocates short-lived memory for
application tasks.

Processes within an application partition
allocate and deallocate 1long-lived and short-
lived memory by requests to OS system services.
A process in one partition cannot allocate or
deallocate memory in other partitions.

When the execution of an application system 1is
terminated, the short-lived memory of its
partition is automatically deallocated.

Long-lived memory 1is deallocated only at the
explicit request of the application system.
Therefore, long-lived memory is useful for
passing information from an application system to
a succeeding application system within the same
partition.

VIRTUAL CODE SEGMENT MANAGEMENT

Virtual code segment management supports the
execution of an application system whose size
exceeds the available memory in its application
partition. Program code (but not data) can
reside on disk while a task is executing. Only
the code segment whose instructions are being
executed at a particular time need occupy the
main memory of an application partition. The
remaining code segments of the application system



are automatically read into partition memory as
needed. When necessary, the oldest code segment
in partition memory is overlaid to make enough
partition memory available for a new code
segment.

INTERPROCESS COMMUNICATION

As a message-based operating system, the OS uses
its interprocess communication (IPC) facility
internally for synchronization of process
execution and information transmission. The O0S
Kernel provides IPC primitives to facilitate the
consistent but flexible exchange of information
between processes. Processes can communicate
with each other within or between application
partitions.

Six IPC primitives are provided: Check, PSend,
Request, Respond, Send, and Wait. Both Operating
System (that is, system service) and application
system processes use these primitives.

Messages and Exchanges
Messages and exchanges are used in IPC.

A message conveys information and provides
synchronization between processes. Although only
a single 4-byte data item is literally
communicated between processes, this data item is
usually the memory address of a larger data
structure. The larger data structure is called
the message.

An exchange is the path over which messages are
communicated from process to process (or from
interrupt handler to process). An exchange
consists of two first-in, first-out queues: one
of processes waiting for a message, the other of
messages for which no process has yet waited.

Processes or messages (but not both) <can be
queued at an exchange at any given instant. If a
process waits at an exchange at which messages
are queued, then the message that was enqueued
first is dequeued and its address given to the
process; the process then continues execution.
Similarly, if a message is sent to an exchange at
which processes are queued, then the process that
was enqueued first is dequeued, given the address
of the message, and placed into the ready state.



The relationship of exchanges, messages, and
processes is shown in Figure 2-4.

Link g Link
pres—s c— — e— e — —
Message 1 Message 2
Or
‘ Exchange >
—T B
Process A Process B

Figure 2-4. Relationship of Exchanges, Messages, and Processes

Exchanges are allocated in three ways:

o at system build (for system service
processes),

o dynamically using the AllocExch (and
DeallocExch) operation, and

o at process creation.



Process States

A process can send a message to a process 1in
another application partition. The destination
process allocates an exchange and makes the
exchange known to the O0S. The sender process
obtains the exchange number and sends messages to
the exchange. Each of the processes must lock
itself in its partition to prevent interference
with the communication.

A process can exist in one of three states:
running, ready, and waiting.

A process is in the running state when the
processor is actually executing its
instructions. Only one process can be in the
running state at a time.

A process is in the ready state when it could be
running, but a higher priority process is
currently running. Any number of processes can
be in the ready state at a time.

A process is in the waiting state when it is
waiting at an exchange for a message. Any number
of processes can be waiting at a time.

Table 2-1 describes the transitions between
process states and the events causing the
transitions. The relationship among process
states is shown in Figure 2-5.

Table 2-1. Process State Transition

Transition
From To Event
Runni ng Waiting A process executes a
Wait but no messages
are at the exchange.

Waiting Ready/ A process sends a
Runni ng message to the
exchange at which a
process is waiting.

Runni ng Ready A higher priority
process leaves the
waiting state.

Ready Runni ng All higher priority

proceses enter the
waiting state.
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Running

Waiting

Figure 2-5. Process States

Process Priorities and Process Scheduling

Every process has a priority that indicates its
importance relative to other processes. The
priority of a process is assigned at process
creation.

The Operating System has event-driven priority
scheduling. This means that processes are
scheduled for execution based on their priorities
and system events, not on a time limit imposed by
the scheduler. This involves very little
decision-making of the 0Ss. The scheduler
maintains a queue of the processes that are
eligible to execute. Priority determines which
process, among those eligible, is executed. At
any time, the 0OS always allocates the processor
to the highest priority process that can be
executed. Rescheduling occurs when a system
event makes executable a process with a higher
priority than the one currently executing.



A system event affects the executability of a
process. Examples of system events are an
interrupt from a device controller, Multibus
device, timer, or real-time clock, or a message
sent from another process. The system event
causes a message to be sent to an exchange at
which a higher priority process is waiting; this,
in turn, causes the O0OS to reallocate the
processor.

When a system event occurs that makes a process
eligible to execute, the process receives control
of the processor until another higher priority
process preempts 1its execution, or until it
voluntarily relinquishes control of the
processor.

If no other process has work to perform, the null
process, which executes at a priority (255) lower
than any real process and which is always ready-
to-run, is given control of the processor. The
null process exists only to simplify the
algorithm of the scheduler; it performs no other
useful work.

To give multiple tasks with the same priority a
fair share of system resources, processes with
priorities in a predefined range are subject to
time slicing. Such processes with the same
priority are executed in turn for intervals of
100 ms in round robin fashion.

Sending a Message

When a message is sent to an exchange, the
Operating System queues the address of the
message, not the message itself. Because only
the address is moved, overhead is minimized, and
queueing a number of messages at the same
exchange requires 1little execution time or
memory.

When a process sends a message to an exchange,
one of two actions results at the exchange:

If no processes are waiting, the message is
queued.

If one or more processes are waiting, the
process that was enqueued first is given the
message and is placed into the ready state.
If this process has a higher priority than
the sending process, it becomes the running
process and the sending process loses control
until it once again becomes the highest
priority ready process.
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After a message is queued at an exchange, it must
not be modified by the sending process. A
process that receives the message by waiting at
the exchange where the message was queued is free
to modify the message.

Waiting for a Message

When a process waits for a message at an
exchange, one of two actions results at the
exchange:

If no messages are queued, the process 1is
placed into the waiting state until a message
is sent. When a message is sent, its address
is returned to the process, which leaves the
waiting state and is scheduled for execution.

If one or more messages are queued, the
message that was enqueued first is dequeued
and its address returned to the process,
which continues to execute.

Applying Interprocess Communication

Communication

To a large extent, the power of the Operating
System results from its interprocess
communication facility. IPC supports three
mul titasking capabilities:

o communication,
o synchronization, and

o resource management.

Communication, the most elementary interaction
between processes, is the transmission of data
from one process to another via an exchange.
Figure 2-6 below shows an example of
communication between Process A and Process B.
Process A sends a message to Exchange X, and
Process B waits for a message at that Exchange.



Synchronization

Exchange X

Send Wait

Process A Process B

Figure 2-6. Communication between Processes

Synchronization is the means by which a process
ensures that a second process has completed a
particular item of work before the first process
continues execution. Synchronization between
processes and the transmission of data between
processes usually occur simul taneously.

As shown in Figure 2-7 below, Process A sends a
meéssage to Exchange Y, requesting that Process B
perform an item of work. Process A then waits at
Exchange Z until Process B has completed the
work. This synchronizes the continued execution
of Process A with the completion of an item of
work by Process B.
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Wait

Send Exchange Y Satisfied
A1 B2
Wait N
Process A Wait B1 Process B

Resource Management

Wait Send
Satisfied Exchange Z B3
A3
Figure 2-7. Synchronization
In a multitasking environment, resource

management is the means of sharing resources

among several processes in a controlled way. For
example, several processes may need to use the
printer; however, only one process can use the
printer at a particular time.

One way to control a resource is to establish a
process to manage it. Only the managing process
accesses the resource directly. Other processes
access the resource indirectly by sendi ng
messages to the process that performs the desired
function. 0S system services, which manage
resources such as files, devices, and memory, are
implemented via an analogous mechanism.



B 20 SYSTEM

Procedural Access

SERVICES

The Operating System includes a number of system
service processes. These processes, which are
scheduled for execution in the same manner as
application processes, receive IPC messages to
request the performance of their services. Any
process, even a system service process, can use
(be a client of) a system service process.

Each system service process acts as the gquardian
and manager for a class of system resources such
as files, memory, or keyboard.

OS system services can be accessed:

indirectly, by a procedural interface, or

directly, by the Request and Wait primitives.

Using the procedural interface is easier because
it automatically performs most of the necessary
housekeeping and issues the Request and Wait
primitives.

Using the Request and Wait primitives is more
powerful, however, as it allows a greater degree
of overlap between mul tiple input/output
operations and computation.

to System Services

When a procedural interface is used, a request
block is automatically constructed and the
default response exchange of the process 1is
automatically used. (Request block and default
response exchange are defined immediately
below.) Except for the ReadAsync and WriteAsync
procedures, the request block is constructed on
the stack of the client process.

Direct Access to System Services

Execution of a system service involves the
participation of two processes (client and system
service), three kinds of Kernel primitives
(Request, Respond, and Wait), two kinds of
exchanges (response exchange and default response
exchange), and a data structure (request block).
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The process requesting the system service is the
client process. Any process, even a system

service process, can be a client process, since
any process can request system services.

OS system services are provided by system service
processes. These processes are created when the
system is first loaded and execute code that was
linked into the System Image at system build.

A request block, a data structure provided by the
client process, contains the specification of,
and the parameters to, the desired system
service. A request block contains a request code
field, a response exchange field, and several
other fields.

A request code is a 16-bit value that uniquely
identifies the desired system service. For
example, the request code for the Write operation
is 36. The request code is used both to route a
request to the appropriate system service process
and to specify to that process which of the
several services it provides is currently

requested.

A response exchange is the exchange at which the
requesting client process waits for the response
of a system service. The response can be
directed to the exchange at which the client
process is expecting it because the exchange at
which the response is desired is specified in the
request block.

A special case of response exchange 1is the

default response exchange of a process. Each
process 1is given a unique default response
exchange when it 1is created. This special

exchange is automatically used as the response
exchange whenever a client process uses the
procedural interface to a system service.

A service exchange 1is an exchange that is
assigned to a system service process at system
build. The system service process waits for
requests for its service at its service exchange.

The Request primitive is a variant of the Send
primitive. It is used to direct a request for a
system service from a client process to the
service exchange of the system service process.
Request, unlike Send, does not accept an exchange



identification as a parameter. Rather, it infers
the appropriate service exchange by using the
request code as an index into the Service
Exchange Table.

The Service Exchange Table is constructed at
system build, resides in the System Image, and
translates request codes to service exchanges.

The Respond primitive is another variant of the
Send primitive. System service processes use
Respond to report the completion of the requested
system service.

Interaction of Client Processes and System Service Processes

The client process initiates the transaction by
formatting a request block and issuing a Request
primitive. After issuing the Request primitive,
the client process can continue execution but
must not modify the request block.

In order to determine when the request was
completed, the client process must issue either a
Wait or a Check primitive. The Wait or Check
primitive must specify the same exchange that the
client process specified as the response exchange
in the request block.

The Wait primitive suspends execution of the
client process until the system service process
responds (or until another message is queued at
the specified exchange).

The Check primitive does not suspend execution of
the client process; instead it inquires whether a
message is queued at the specified exchange.

The system service process waits for a request to
be queued at an exchange. Upon receiving a
request, the system service process verifies the
control information and data given it before
processing the request. After performing the
requested function, it acknowledges completion of
the service by responding to the client process.
It then resumes waiting until it receives the
next request.



The interaction of «client and system service
processes is shown in Figure 2-8. The processing

flow of client and system service processes 1is
shown in Figure 2-9.

Service

Wait
Exchange Satisfied B2
Request A1
Wait B1 Svst
. stem
Client Request Sirvice
Process A Block
Wait A2 Process B
\ : Respond B3
Wait Response
Satisfied A3
Exchange

Figure 2-8. Interaction of Client and System Service Processes



Filter Processes

Process Entry Process Entry
Point Point
Initialize Process Initialize Process
—» Compute —>1 Wait for Request
Request Service Perform Function
Wait for Response Respond
CLIENT PROCESS SERVICE PROCESS

Figure 2-9. Processing Flow of Client and System Service Processes

A filter process is a user-written system service
process that is included in the System Image at
system build. A filter process is interposed
between a client process and a system service
process that believe they are communicating
directly with each other. The Service Exchange
Table is adjusted at system build to route
requests through the desired filter process.

A filter process might be used between the file
management system and its client process to
perform special password validation on all or
some requests.



The interaction of a filter process with a client
process and system service process 1is shown 1in
Figure 2-10 below.
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Figure 2-10. Interaction of Filter Process with Client and System Service Processes

Request Blocks
The format of request blocks is designed to allow
the transparent migration of system service
processes between standalone and cluster
configurations. Request blocks are completely
self-describing and consist of four parts:
1. a standard header,
2. request-specific control information,
3. descriptions of the request data items, and
4. descriptions of the response data items.
Each data item is described by memory address,

size, and source (client or system service
process).



CLUSTER CONFIGURATION

Cluster configurations of the B20 Series of
Business Computer Systems consist of a master
workstation and up to 16 cluster workstations.
Essentially the same Operating System executes in
each cluster workstation as 1in the master
workstation. The master workstation provides
file system and queue management resources for
all workstations in the cluster. 1In addition, it
concurrently supports its own interactive
application processing as well as user-written
mul tiuser system services. A cluster workstation
can have its own local file system and printer
spooler.

In the cluster configuration, the IPC facility is
extended to provide transparent access to system
service processes that execute in the master
workstation. While some services, 1like file
management, 3270 terminal emulator, and data base
management, migrate to the master workstation,

others, such as video and keyboard management,
remain at the cluster workstation.

Application systems access the file system of a
master workstation exactly as they do that of a
standalone workstation. A program that works on
a standalone workstation (accessing the 1local

file system) can be moved to a cluster
workstation (accessing the file system of the
master workstation) wi thout modi fication,

recompilation, or relinking.
Interstation Communication

The interstation communication (ISC) facility is
an upward—-compatible extension of the
interprocess communication facility. When a
client process requests a system service, a
request block is constructed that contains all
the information necessary to describe the desired
function.

In a standalone workstation, the request block is
queued at the exchange of the system service
process that actually performs the desired
function.
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Cluster Workstation

Master Workstation
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Agent Service Process

In a cluster workstation, however, if the
function is to be performed at the master
workstation, then the request block is queued at
the exchange of the Cluster Workstation Agent
Service Process. The Cluster Workstation Agent
Service Process converts interprocess requests to
interstation messages for transmission to the
master workstation. The Cluster Workstation
Agent Service Process is included at system build
in a System Image that is to be used on a cluster
workstation.

Agent Service Process

The System Image used at the master workstation
is built to include a corresponding service
process. This process, the master workstation
Agent Service Process, reconverts the
interstation message to an interprocess request
that it queues at the exchange of the master
workstation system service process that actually
performs the desired function. Note that the
Service Exchange Table that translates the
request code to a service exchange at the master
workstation is necessarily different from the
table at the cluster workstation.

When the system service process at the master
workstation responds, the response 1is routed
through the master workstation Agent Service
Process, the high-speed data 1link, and the
cluster workstation Agent Service Process before
being queued at the response exchange 1in the
cluster workstation that was specified in the
request block.

The format of request blocks is designed to allow
the cluster workstation and master workstation
Agent Service Processes to convert between
interprocess requests and interstation messages
efficiently and with no external information.
Because request blocks are completely self-
describing, the Agent Service Processes can
transfer requests and responses between master
workstation and cluster workstations without any
knowledge of what function is requested or how it
is to be performed.



Interstation Request/Response Message

An interstation request message consists of:
o a header,
o control information,

o the size and actual text of each request data
item, and

o the maximum allowed size of each response
data item.

An interstation response message consists of:
o a status code, and

o the actual size and text of each response
data item.

The cluster workstation Agent Service Process
forms an interstation request message by copying
the header and control information from the
request block, moving the actual text of the
request data items into the message, and
including a specification of the maximum allowed
sizes of the response data items.

After receiving the interstation response
message, the cluster workstation Agent Service
Process stores the status code into the request
block and moves the text of the response data
items into the memory areas specified for them by
the request block. This transformation scheme
ensures that no redundant or extraneous
information is transmitted between master
workstation and cluster workstations.

Communications /0 Processor

One high-speed RS-422 channel is standard on each
workstation. This channel 1is wused by cluster
workstations for communications with the master
workstation. Master workstations of small
cluster configurations (up to four cluster
workstations) see this channel for communications

wi th their cluster workstations. Master
workstations of large cluster configurations use
one oOr two Communications 1/0 Processors

(CommIOPs) for communications with their cluster
workstations.
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The CommIOP, which is added to the Multibus of
the master workstation, is an intelligent
communications processor based on the Intel 8085
microprocessor. The CommIOP serves up to four
cluster workstations on each of its two high-
speed serial lines.

CommIOP software consists of an 8085 bootstrap-
ROM program, the main CommIOP program (which
executes in 8085 RAM), and a CommIOP handler
(written in 8086 code) which executes in system
memory under OS control.

Software Organization

An OS System Image built for a cluster
workstation differs from an OS System Image built
for a standalone workstation in the (optional)
exclusion of the file management system and the
disk handler, and the inclusion of the cluster
workstation Agent Service Process.

An OS System Image built for a master workstation
differs from an OS System Image built for a
standalone workstation only in its inclusion of
the master workstation Agent Service Process.
The master workstation is the file server for the
entire cluster configuration. However, this does
not necessitate the use of a different file
management system from the one used 1in the
standalone workstations. In fact, the file
management system of the Operating System is
actually a multiuser file system, even in a
standalone workstation.

User-Written Software in a Cluster Configuration

Concurrency 1is the ma jor issue concerning
application systems executing on cluster
workstations. Preferred programming practice
dictates that the client process of a system
service always examines the status code returned
by the system service. However, while a program
that opens a file without considering the
possibility of receiving status code 220 ("File
in use") executes successfully on a standalone
workstation, such a program fails intermittently
when executed on a cluster workstation at the
same time that a program in another workstation
is modifying the same file.



Whether user-written system services are good
candidates for suppor ting multiple client
processes depends both on the function they
perform and the generality with which they are
written. As an example, consider a user-written
handler for a special Multibus device. If it
used the standard format for request blocks, the
device handler could be relocated to the master
workstation. However, 1if it did not include
concurrency checks, the device handler might
become confused when it received requests from
two or more workstations.

STANDARD NETWORK

(To be supplied)






OVERVIEW

SECTION 3
PROCESS MANAGEMENT

The process management facility provides event-

driven priority scheduling and dynamic creation
of multiprocess tasks.

Within each task of the application system and
within the O0S itself, the basic element of
computation that competes for access to the
processor 1is a process. Every process is
assigned a priority. At all times, the OS
process management facility allocates the
processor to the highest priority process
currently requesting it.



CONCEPTS

Process

A process is the basic element of computation
that competes for access to the processor and
which the OS schedules for execution.

A task has a single process associated with it
when it is first loaded. That single process can
create additional processes using the
CreateProcess operation. The additional
processes created typically share the same code
but have separate stacks. The degree and means
of data sharing are application-specific.

Processes and tasks usually have a hierarchical
relationship. However, processes can execute
code in multiple tasks. The usual relationship
of a process to the tasks of an application
system is shown in Figure 3-1 below.

Program Code
Program Data
Process
Process > Task 3

. J

Program Code
Program Data 1 Task
Process

Application
System

Program Code
Program Data

Process y Task J
Process
Process

Figure 3-1. Relationship of Processes, Tasks, and an Application System



Context of a Process

The context of a process is the collection of all
information about a process. The context has
both hardware and software components.

The hardware context of a process consists of
values to be loaded into processor registers when
the process is scheduled for execution. This
includes the registers that control the location
of the process's stack.

The software context of a process consists of its
default response exchange and the priority at
which it is to be scheduled for execution.

The combined hardware and software context of a
process is maintained in a system data structure
called a Process Control Block (PCB). A PCB is
the physical representation of a process.

When a higher priority process preempts a lower
priority process, the OS saves the hardware
context of the preempted process in that
process's PCB. The OS later restores the
contents of the registers when the process is
rescheduled for execution; this permits the
process to continue as though it were never
interrupted. This is known as a context switch.

Process Priorities and Process Scheduling

Every process has a priority that indicates its
importance relative to other processes. The
priority of a process 1is assigned at process
creation. Priorities range from 0 to 254 with 0
being the highest priority.

The OS has event-driven ©priority scheduling.
This means that processes are scheduled for
execution based on their priorities and system
events, not on a time 1limit imposed by the
scheduler. This involves very little decision-
making for the OS. The scheduler maintains a
queue of the processes that are eligible to
execute. Priority determines which process among
those eligible is executed. At any time, the OS
always allocates the processor to the highest
priority process that can be executed.

Rescheduling occurs when a system event makes
executable a process with a higher priority than
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Process States
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the one currently executing. In most cases, the
interval between events 1is determined by the
duration of the typical input/output operation.
A process never loses control involuntarily to
another process of equal priority, only to a
process of higher priority.

A system event affects the executability of a
process., Examples of system events are an
interrupt from a device controller, Multibus
device, timer, or real-time clock, or a message
sent from another process. The system event
causes a message to be sent to an exchange at
which a higher priority process is waiting; this,
in turn, causes the O0S to reallocate the
processor.

When a system event occurs that makes a process
eligible to execute, the process receives
control of the processor until another higher
priority process preempts 1its execution, or
until it voluntarily relinquishes control of the
processor.

If no other process has work to perform, the
null process, which executes at a priority (255)
lower than any real process and which is always
ready-to-run, is given control of the processor.
The null process exists only to simplify the
algorithm of the OS scheduler; it performs no
other useful work.

To give multiple tasks with the same priority a
fair share of system resources, processes with
priorities in a predefined range are subject to
time slicing. Such processes with the same
priority are executed in turn for intervals of
100 ms in round robin fashion. The priority
range is a system build parameter, the default
of which is 128 (80h) to 254 (FEh).

A process can exist in one of three states:
running, ready, and waiting.

A process is in the running state when the
processor is actually executing its
instructions. Only one process can be in the
running state at a time. Any other ready-to-run
processes are in the ready state. As soon as the
running process waits, the highest priority
process in the ready state is placed into the
running state and the execution context is
switched to that process's context.




A process is in the ready state when it could be
running, but a higher priority process is
currently running. Any number of processes can
be in the ready state at a time.

A process is in the waiting state when it is
waiting at an exchange for a message. A process
enters the waiting state when it must synchronize
with other processes. A process can only enter
the waiting state by voluntarily issuing a Wait
primitive that specifies an exchange at which no
messages are currently queued. The process
remains in the waiting state until another
process (or interrupt handler) issues a Send (or
PSend, Request, or Respond) primitive that
specifies (indirectly in the case of
Request/Respond) the same exchange that was
specified by the Wait primitive. Any number of
processes can be waiting at a time. (See the
"Interprocess Communication Management" section
for more information on the Wait, Send, PSend,
Request, and Respond primitives.)

The relationship among process states is shown in
Figure 3-2 below.

Running

P e c—— — — —

Waiting

Figure 3-2. Process States



Table 3-1 below describes the transitions between
process states and the events causing the
transitions.

Table 3-1. Process State Transition

Transition

From To Event

Runni ng Waiting A process execut