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SUMMARY

A detailed comparison of recording codes, using super-
position, is used to show that there is little to chooss
between the popular ones, as regards maximum
achievable data density. It is shown that reiatively few
general classifications are necessary t0 encompass all the
codes, and that; within each classification, it is often
possible to say which code is optimum. A guide to the
selection of an efficient code for some common
conditions of use is presented.
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1 Introduction

The choice of a recording code is of fundamental
importance in the design of any moving magnetic digital
storage system. Many papers have recently appeared
extolling the virtues of yet another new code, and
proving how superior it is to all other codes. Such papers
are generally followed by another (biased) one proving
that the new code is not as good as one of the old ones.
As a result. anyone faced with the choice of a "best’ code
in any particular situation can be forgiven for thinking it
to be a more difficuit task even than the selection of the
*best’ microprocessor for a given application!

In an effort to alleviate this situation, a detailed,
unbiased comparison of the vast majority of possible
codes has been undertaken, using a superposition
program. The superposition technique itseif and the
choice of the ‘basic pulse’ (isolated reversal response) are
described in a companion pdper.! To make any
comparison between different recording codes valid, it is
necessary to ensure that the conditions of use are the
same for each code. To do this strictly would be to ensure
that all codes were tested on the same mechanical disk
unit, with fixed amounts of noise present, using exacty
the same writing and reading electronics. and therefore
with exacly the same mechanical and electrical
tolerances. In practice, however, with a comparison
which involves simulation rather than actual experi-
mentadon, it is sufficient to ensure that a standard basic
pulse response is used throughout, with a fixed signal-to-
noise ratio and a fixed level of error. pertaining to all
tolerances and inaccuracies throughout the system. This
last point is very important, and the errors due to these
factors can convenieatly be compounded into one figure,
called real time error (RTE), and introduced into the
analysis as ciocking inaccuracies. RTE is thus typically
composed of many factors. such as crosstalk, incompiete
erasure effects, print-through, plating noise, comgonent
tolerances, phase-locked loop errors, and even an
allowance for margin, if desired.

The resuits of this analysis of codes are presented for
four different values of RTE, to allow a system designer
to interpolate between the specific figures given to relate
to the actual RTE anticipated in his own system. The
first RTE allowance is RTE =0, resulting in the
theoretical maximum possible packing factor. PF (data
density, normalized to PW;,, the half-amplitude basic
pulse width). The second and third allowances are
RTE = 8%, PW;, and RTE = 16%, PWj,, being represen-
tative of clocking errors occurring in practice. The fourth
allowance is an attempt to reflect the self-clocking ability
of certain codes. Codes with regular transitions (having,
therefore, a low value of maximum inter-reversal time.
[RT) are penalized in terms of flux-reversal density, but
produce a more stable clock waveform. The fourth RTE
allowance is therefore RTE « [RT. Obviously the exact
nature of ihe proportionality is difficult to define, but
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based on measurements of an actual disk system, the
following equation was determined:

RTE = (6:7+1:3 < IRT)%, PWi,.

Note that for 2 code with an /RT of 1-0 x BP (bit period),
this conveniently yields an RTE of 8%, PW,,, as in the
second RTE allowancs.

It wouid be unfair to use the same detection system for
all of the codes. and so, in each case, an optimum
detection system for the code under consideration is
determined. The dnal answer is then presented as the
maximum normalized data frequency achievable by the
code, i.2. maximum packing factor. Note that
PF = PW,,,/BP, but for codes where data frequency does
not equal reversal frequency, a distinction will be made
betwesn data bit period (DBP) and reversal bit period
(RBP).

2 NRZ/NRZ (Non-Return-to-Zero and Non-
Return-to-Zero Modified)

2.1 Coding Rules

{a) NRZ: Change direcdon of saturaton at m.b.1..(mid-
bit time) only U present bit = previous bit.

{b) NRZI: Change at m.b.t. oniy if bit is a2 °1".

Qata: a 1 t o Q | 3 9 | LA
I R - L
NRT R e N
(weiteacurrent) i | ; L I
| | o
i ; | ! ; | i
NRZL - m | - | f_’—T

As both codes are able to produce the same waveforms,
and differ only in such matters as error propagation,
parity bit generation and. perhaps, ¢ase of under-
standing, the subsequent analysis of packing deasity
limit wiil be confin=d to just one of the codes. NRZI.

2.2 Rectify and Clip Detection System
2.2.1 Circuit dascription

In this detection system, the signal is first amplified, then
full-wave rectified, and then clipped to remove baseline
noise, which would otherwiss be a problem later on, in
the squaring process. The noise present at the input to
the linear amplifier will have come from several sources
and a certain amount of this can be filtered out by
correct choice of the [requency response of the linear
amplifier, but a problem arises when the noise has
components at {requencies lower than the maximum
significant {requency in the ‘basic puise’. Attempted
filtration of these components will result in integration of
the data waveform, having the effect of increasing the
PWe, of the basic pulse. Since the slimness of the latter

all-important for efficient use of the recording unit. it is
vital that no attempt is made to filter these componeats.
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Experiments on a typical recording unit produced the
result that, with as much filtering as possible employed.
concurrent with no integration of the data, the signal-to-
noise ratio is typically 20: 1 at the output of the linear
amplifier.

For the determinadon of the absolute limit of the code
and detection method, no margins are allowed, and so
the clip-level is set to the peak noise level, normalized, of
0-05. Note thar this assumes zero baseline shift.

The next requirement is to detect the peaks in the
waveform by converung them into zero-crossovers,
using differentiadon. This involves the subtraction of a
delayed version of the signal {rom itself, and it has been
shown!-? that an optmum value of delay is
~0-3 x PWy,.

The signal is next squarsd. using a comparator, (0
detect the zero-crossovers {2.X.0.5).

2.2.2 Packing densrty limit

The packing density achievable using this detection
system may be limited by tuming coasiderations,
amplitude considerations, or a mixture of the two.
Counsidering first the uming; the worst-case pattern for
peak-shift is two 's, and this shift is shown in Fig. l as a
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Fig. 1. Worst<ase peak-shift for NRZI.

function of frequency. It can be seen that the theorerical
ideal frequency limit for NRZI with zero RTE is 2-33.
where the peak-shift equals 30%;, the read resolution for
this code. Further, by plotting another graph, of worst-
case peak-shift (as above) =8°, PW,, RTE, it is seen
that the frequency limit for NRZI with a system RTE of
3% PWiqo is 192, A sumilar calculation shows the timing
limit for RTE = 16%PW,, to be at PF = [-62. Con-
sidering now the amplitude limit. this is where a
peak in the read signal does not exceed the clip-level. The
worst-case amplitude pattern at any packing density is
three l's, and is plotted in Fig. 2. It falls to the clip-level
of 005 at PF = |88,
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Fig. 2. Minimum read-back signal for NRZI.
2.2.3 Summary

The limiting frequency for each RTE allowance can now
be summarized:

RTE =0: Although the timing limit for this case is
2-33, an amplitude limit occurs first at
1-88.

RTE = Again, although the timing does not limit
8% PWso:  performance until 1492, breakdown occurs
" at 1-88, because of amplitude.

RTE = Timing causes the breakdown in this case,

16% PW,o: at 1-62.

RTE < [RT: Since [RT ==, and RTE=(67+
1-3x IRT));, PW,,, then operation is
impossible under these ccnditions, and the
limiting frequency is zero.

2.3 Differentiate and Square Detection System
2.3.1 Circuit description

An alternative version of the previous detection method
is to eliminate the clipping (and, therefore, the need to
rectify), and to differentiate the ampiified read-signal
directly. Because of the large amount of noise present
after differentiation, the squaring must then be biased
considerably. This may be achieved by hysteresis round
a comparator, so that the reference level is aiternately
+0-1 and —-0-1 (i.e. the noise amplitude, allowing for
doubling of the noise in the differentiator).

2.3.2 Packing density limit

The main disadvantage of this method is that, in the

worst-case derivative waveform, there is an appreciable
time delay between a zero cross-over and the 0-1 or —0-1
level, resulting in a timing error. Neglecting this for the
moment, the ampiitude limit will be where the derivative
does not exceed the bias level of +0-1. This worst-case
derivative amplitude is plotted against frequency in
Fig. 3.
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Fig. 3. Minimum signal after differentiation for NRZI.

The portion before the ‘break-point’ at 1-87 is due to
the trailing edge of any pattern of consecutive 1's, whilst
that after is due to the centre portion of a four 1's
pattern. This latter breakdown features in many codes
and so is shown in Fig. 4 in detail, at the amplitude limit
for this method of 2-14. The low slope of the read-back
waveform between the two inner l's produces a very
small peak in the derivartive.
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Fig. 4. Amplitude limit due to “four-1's’ pattern.

RTE=0: On top of the normal timing loss due to
worst-case peak-shift, a further timing loss
is introduced by the biased squaring. At
the amplitude limit of 2-14. this latter loss
is =17°, BP, whilst the peak-shift on two
l's is =43-3%, BP. The total is therefore
much greater than the permissible 30°;
BP. The uming limit is found to be at
PF = 2:00, where worst-case peak-shift is
37-3°, BP. and the biased-squaring loss is
12:5°, BP. a total of 30°;, BP. So. for
RTE =0, the limit is 2-00.

At PF =185, worstcase peak-shift
=31-3%, BP. RTE=148° BP, and
squaring loss = 3-7% BP. a total of 30°;
BP. Thus the limit is 1-85.

RTE =
8%, PW,q:
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RTE = A similar calculation shows the limit to be
16% PW;o: 1-60.

RTE < IRT: As in the previous detection method, the
limit here is zero.

2.3.3 Sumrnary
The four packing factor limits for NRZI with this
detection system are:

RTE =0: PF = 200

RTE = 8% PW,o:  PF =185 [ All due to
RTE = 16%, PW,y: PF = 1-60 { timing
RTE x IRT: PF =00

2.4 Gated Cross-aver Detection System
2.4.1 Circuit description

The main disadvantage of the previous method is the
dming loss introducsd by the biased squaring. In the
gated cross-over method, the zero cross-overs are used to
indicate the peak positions in the read waveform, so that
there is no timing loss, and the 0-1 cross-overs’ are used
to discriminate against noise on the baseline.

The method was first proposed by Dunstan and
Whitehouse® * and a similar system also appears to have
been used by Tamura er al.’ As shown in Fig. 5 two
paths are formed after differsntiation, one ‘very filtered’
path which contains high peak-shiit, but no errors due to
noise, and one unfiltered path which lets baseline noise
through but indicates peaks in the readback wavelorm
accurately. The two are then combined to gve a noise-
free, accurate, digital ourput.

2.4.2 Packing densiy limit

RTE=0:  The timing limit for this case is where the
worst-case peak shift = 509, BP, i.s. at
PF = 2-33. However, an amplitude limit
occurs where a signal peak after differen-
dation = 01, at PF = 2-14. The limit is
therefore at 2-14.
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RTE = The uming limit for this case is where

8% PWyo:  (worst-case peak shift +jitter) = 50%, BP,
i.e. at 1'92. As the amplitude limit occurs
at a higher frequency, 1-92 is the limit in
this case.

RTE= The limit is 162 due to Uming.

1675 PWio:
RTE < IRT: As before, operation is not possible in this
case.

2.4.3 Summary
The four limits for this detection system are:

RTE =0: PF =214 due to amplitude
RTE=38% PW,,: PF=192

RTE = 16% PW,,: PF =162 due to timing
RTE =< IRT: PF=0

2.5 Pattern-adaptive Writing

2.5.1 Basic technique

This technique involves the modification of the timing of
the write-current for certain specific data patterns. [t can
be used to trade-off amplitude against tming, or vice
versa, depending on which is causing the most problems.
As an example, in NRZI it has besn shown that the peak-
shift produced by a ‘two-1's’ pattern can become
intolerable at high frequencies. Thus, in Fig. 6 it can be
seen that by writing the two transitions at m.b.l.. as is
normal, the peaks in the read waveform are shifted. say
30% of a bit period away [rom the correct m.b.L
positions. If, however, this two-1’s pattern is recognized
before writing, and the two transitions are written closer
than they would normally be, the peaks in the read
waveform are found to be shifted less. relative to m.b.t.,
than in the normal method. The penalty, as can be seen.
is a reduction in peak amplitude. Conversely, by writing
the two transitions further apart than normal. an
increase in amplitude can be obtained, at the expense of
greater peak-shift. [t should be noted that pattern

The Radio and Eisczonic Sagineer. Yoi. 50, No. 4
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Fig. 6. Pattern adaptive write technique,

adapuve write (p.a.w.) techniques can be applied to any
pattern, not just two-1’s.

The notation used to describe the extent to which
p-a.w. is being used will be as follows: if a transiton is
written a distance of n%, BP away from its normal
pesition, and in such a direction as to produce less
effective peak-shift than it would in the normal position,
then x% p.a.w. is being used, where x = (50—~n) x 2. For
the case where p.a.w. is being used to produce more
peak-shift than normal n will be negative, and x will be
greater than 100. For example, in the case shown below,
60% p.a.w. is being used.

M.8.T. M.AT. M.8.T. M.B.T.

P e 35 e

i -
02x8P; .02x 8P

0-5x8P

[t can be seen, therefore, that for the common case of
‘two-1"s’, x% conveniently represents the separation of
the two 1’s, in terms of bit-periods. Note that 100%
p.a.w. is equivalent to no p.a.w.

2.5.2 Application to NRZ!/

Consider the case of 8%, PW,o RTE with the gated cross-
over method. This breaks down at 192 because of
excessive peak-shift in the two-1's pattern. [t is necessary

Aprif 1380

to know how much p.a.w. to apply to this pattern to take
the achievable packing density up to the next limit, at
2:14, where the amplitude of the derivative of four-1"s
causes breakdown.

Allowable peak-shift at 2-14
= 50%BP-RTE
= 50% BP-8%,x 214 x BP
= 329% BP

or, in terms of PWy,,

allowable peak separation for two-1’s

= BP+2x0-329 x BP
= 1-66 x BP

= (166 — 2:14) x PW,;,
= 0-78 x PW,,.

The amount of p.a.w. necessary to produce this
separation is most conveniently determined by the use of
Fig. 7(a) which is a plot of written-transition separation
against read-back-peak separation, for the two-1"s
pattern. Note that at low packing densities, i.2. written
separation greater than approximately 1-8 x PW,,, no
interaction takes place between the two readback pulses:
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Fig. 7. Read-back separation and peak voltage for two isolated flux-
reversals.

there is therefore no peak-shift, and so read-back
separation = written separation. As the two transitions
are written progressively closer. however, intersymbol
interference produces peak-shift. and so read-back
separation > written separation. in the limit, as the
writien separation tends to zero, the read-back
separation tends to a finite limit of 0-81 x PWj,.

To see why this arises, we can consider that by placing
a second ‘isolated’ pulse close to the first one. as we are
doing, the effect is to differentiate the first pulse. As the
separation decreases, more accurate differentiation is
achieved, and so at the limit of zero separation. the ideal
derivative is produced. This will have peaks at the points
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of maximum slope on the original pulse. These points
occur at a distance of 0405 x PW, either side of the
peak, thus agreving with the asymptote of the graph.

The graph shows, therefore, that no amount of p.a.w.
will ailow NRZI to work at 2-14 with a RTE of 8%, PW;,,
because a two-1’s read-back separation of 0-78 x PW,
cannot be achieved. A theoretical timing limit occurs at
204 when 0% p.a.w. is used, though of course the peak
amplitude of the read-back waveform is zero as shown in
Fig. 7(b), which plots peak amplitude against peak
separation, and operation under such circumstancss is
impossible.

One further point is that the peak-shift on the end 's
of three-1’s, four-1's, five-1's, or, indesd, any aumber of
‘isolated’ ones, is nearly as bad as the absolute worst-
case two-1’s pattern. This means that if p.a.w. was used
in a system, the criterion used would probably be: apply
p.a.w. to any 1 if it has thres or more O’s on one side of it,
and one or more [’s on the other side. To determine the
practdcal limit for p.a.w. using the gated crossover
detection system, therefore, involves the simuitaneous
study of both amplitude and timing effects for all
patterns, at ail frequencies, and with all extents of p.a.w.

2.5.3 Surmmary

The result of such an analysis is that,p.a.w. can only
produce a practical packing density increase from 192 to
200, for 8% PWy, RTE. This is an incr=ase of only 4%;.
For 16°% PW,, RTE, the improvement is even less. The
conclusion is, therefore, that p.a.w. is not worthwhile as
a means of increasing packing density for NRZI.

2.8 Summary of NRZ/NRZ] Systems

Differzatiate Guated
Rectify and and square cToss-over
RTE . clip limit limit limit
0 1-88 290 24
3% PWy, 188 1-85 192
16%, PW,q 1-62 1460 162

3 Enhancesd NRZ!
It should be noted that enhancement can also be applied
:0 NRZ, but, as vefore, NRZI only wiil be discussed.

3.1 Cading.Ruies

Type A. Code as in NRZI, but after every » bits include
one compulsory "1’

Type B. Code as in NRZI, bur after every n bits inciude
one odd-parity bit.t

3.2 Description

In this code, it is convenient to make a distinction
between  recorded-bit-frequency, or flux-reversal
frequency, and average datwa frequency, since for every
n+1 bits recorded, oniy n of them are data bits. Thus, we
have data frequency = n/(n+!)xreversal frequency,
and since data bit period DBP = PW,,/data frequency.
and reversal bit period RBP = PW,,/reversal frequency,

then DBP = RBP x (n+1)/n.
The purpose of this code is to utilize the good qualities

of NRZI, i.e. +30% read resolution, absencs of ‘double
frequency’ components, and ease of coding/decoding,
whilst removing its main disadvantage, its inability t0
provide seif-clocking. With enhanced NRZI (ENRZI),
by appropriate choice of n, any required degres of seif-
clocking can be obtained, using the following formulae:

for type A:
[RT = (n+1)x RBP = nx DBP

for type B:
[RT =121+ 1)x RBP = [(2n+ Ln/{n+1)] x DBP.

For all values of n, but n = 1, both types of ENRZI
exhibit effectively the same worst-case patterns as NRZIL.
and will break down, therefors, at the same reversal
frequency as NRZI, and, more importantly, at the same
reversal and data frequenacy as 2ach other. Thus. gven
any value of n other than 1, both types of ENRZI will
break down at the same data frequency, whilst type A
will exhibit an [RT typically half that of type B, and will
therefore be better ar self<locking. Derailed analysis of
worst-case patterns shows that for n = |, type A is also
superior in terms of achievable data frequency, as well as
in terms of self-clocking ability.

It can be sesn that although type B assists error
detection by virtue of the fact that the compulsory bitisa
parity bit, it is never better than type A as regards
achievable packing density, and is always worse at
providing self<locking. For this reason, type A is
considered superior to type B, and the former alone will
now be analysed in detail.

3.3 Packing Density Limit
331 nx22

For n > 2, ENRZI exhibits effectively the same worst-
case patterns as NRZI. and, therefore, if the gzated
crossover dstecton method is used. the packing density
limits can be easily calculated by appiving the dilution
factor to the corresponding NRZI limit.

fa) RTE = 0. For NRZI the limit here is 214, Thus
for ENRZI the limits are:

n and
IRT
(xD8PY 2 3 4 3 § 7 3 3 1w x b

* [t can be zasily siown that, for NRZ. a further stipuiation is that n
must be odd. t0 easure 2 fnite [RT.

182

I-1dx

PF 143 161 171 178 183 27 190 (92 i9s

MY
1x=1})
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(b) RTE = 8% PW.,. For NRZI the limit here is 1-92,
and so for ENRZI the limits are:

nand

IRT

(xDBPY 2 3 4 H § 7 ] 9 10 x ]
192x

PF 128 144 154 160 165 168 71 173 175 Py 192
X+

(c) RTE = 16% PW;,. For NRZI, the limit here is
1-62, and so for ENRZI the limits are:

n and
IRT
(x0BPY 2 3 3 5 6 7 8 9 10 x k)

162x
PF 148 122 130 135 139 142 144 146 147 —— 162

x+1

(d) RTE < IRT. For this case, it is not possible to
work straight from the NRZI figure, as there is no exact
parallel between the two codes. For each value of n,
therefore, the procedure for determining the data
frequency limit is as follows:

e.g. forn=13:
RTE = (6:7+1:3x IRT/DBPY%, PWy,
= (67 +39));, PWs,
therefore
RTE = 10-69;, PWj,.

The timing limit occurs where (RTE + worst-case peak-
shift) = 509, RBP. From the graph of worst-case NRZI
peak-shift, this occurs at 1-81. where (peak-shift
+RTE) = 3089, RBP+19-2, RBP = 50% RBP.

As this occurs before the amplitude limit at 2:14, the
reversal-frequency limit is 1-81.

Therefore data frequency limit

= nf(n+1) x reversal frequency limit
= (%) x 1-81.

Hence for n = 3, data frequency limit = {-36.
By a similar process, the corresponding limits for other
values of n can be found, resulting in:

n and
IRT
(xDBP) 2

3 4 5 6 7 8 9 10 20 34 =»

BF 1123 136 142 144 144 [<47 140 140 137 146 0 O

RTE
126PWao)

93 106 119 132 145 158 171 184 197 327 501 =

It is interesting to note that, for this RTE case,
maximum packing density is achieved by using n =7,
which is the version most often used in practice.

332 n=1
ENRZI with n = | produces the well-known frequency
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modulation code (FM), the usual definition of which is:
always change at m.b.t.. but if the bit is a ‘1’, change at
e.b.t. also, e.g.:

1 Q ] ] 1 1
FRlmlad
e T
E.B.I. EAT

Another very similar code is phase modulation code
(PM), and other names for the two codes include
‘Manchester’, Biphase and FSK, but, as with NRZI and
NRZ, there is no need to consider both PM and FM in
detail, as they produce exactly the same waveform sets.
Several detection techniques were applied to FM,
including gated crossover, polarity strobing at m.b.t.,
polarity strobing at e.b.t.. and derivative polarity
strobing at t.q.b.t. (three-quarter bit-time).

The exceedingly simple detection method of strobing
polarity at m.b.t. proves to be superior to all others
considered, yielding the following figures:

(i) for RTE = 0: PF = 117;

(i) for RTE = 8% PWol . F = 1-15-
or RTExIRT | FF=1:

(ifi) “for RTE = 16% PWio: PF = 1.09.

4 Modified NRZ!
As before, modification can also be applied to NRZ, but
NRZI only will be considered.

4.1 Coding Rules

Type A. Code groups of 2n bits at a time, and code sach
group as in NRZIJ, except code a group of all 0’s
as a change at mid-group time.

Type B. Code groups of n bits at a time, as in NRZI, but
code a group of all 0's followed by the same asa
change on the junction of the two groups.

For example n = 2:

Type Al 1 1 1 [°] e ¢ ¢ 9 0o 0@ 1‘0
1 o ——
| & P led
Type 8% 1 1'1 ¢ 32 o ¢ o 0 O 1 2
mi 1
| =17 E

4.2 Description

Like ENRZI. modified NRZI (MNRZI) is an attempt to
produce a self-clocking version of NRZI. in this case by
breaking up long runs of zero's with an occasional e.b.t.
{end bit time) pulse. It might appear at first that by
inserting e.b.t. pulses in isolated areas. in this manner, a
seif-clocking code will be produced without affecting the
normal operation of NRZI, and so the code will work to

183



N. D. MACKINTOSH

Peaks must not
£AT tail in the

ax. M AT, / natcneda areas

* peax-snite

e I
: er

]

1
t 2 mar 2 :
H window :"f [ MAT, (B}

-t window
ATE
3T, ax. ) EAT Max.
pear-snitt T pean-snitt
) e

[
'
!
1
'
i
‘
1

1
1 ]
tb b mar S b 4% wmar bt 2
window 1 window '
H Ll teert b 0 L

Fig. 8. Reduction of margin by adding e.b.t. ransitions to NRZI.

the same limits as NRZI. Unfortunately, this is not the
case, as can be sesn with refersnce to Fig. 8. (2) signifies
NRZI with a m.b.l. window which has non-zero jitter
(RTE). The window has a width of BP, and the jitter, or
RTE, is effectively shared berween adjacent windows, so
that the peak-shift allowabie on the m.b.t. puise = (309
BP - RTE). In (b), which depicts any code that contains
both m.b.t. and e.b.t. pulses, the jitter is no longer shared
by adjaceat m.b.t. windows. but by adjacent m.b.t. and
e.b.l. windows (whether or not there is an actual e.b.t.
window). [t is clear that the allowable peak-shift on the
m.b.t. pulse is now (50% BP-2xRTE-max. e.b.t.
peak-shift). So even if the e.b.t. shift is negligible, the
allowable m.b.t. peak-shift is RTE less than for ‘straight’
NRZI.

From this it can be expected that for very small RTE
values, MNRZI will closely resemble NRZI in
achievable packing density, the exact proximity of the
two depending on the extent of self-clocking required. As
the RTE figure increases, however, the MNRZI
performance will rapidly decrease, showing MNRZI to
be not a worthwhile code for high RTE values. This will
he borne out in the ensuing detailed analyses, in which
:he various MINRZI codes are referred to as MNRZI,,,
where x is either *A’ or 'B’, indicating the type,and nis as
defined in the coding rules.

4.3 MNRZI4,

43.1 Coding rules

This code is the well-known Modified Frsquency
Modulation. descrived by Padalino® (attributed by
Padalino to Pouliart”), but also described by Woo.? It is
also known as Miller Code. Deiay Modulation (DM),
and, in a slighty different form, Modified Phase
Moedulation (MPM).

The coding rules are: change at m.b.t. for a [, and
change at e.b.t. between two O’s. For example:

1 1 3 a0 @ 1 q 1
i i ' i
Nemi : |
i i
€21 AT S—
(AT = 21x 3P

4.3.2 Gated crossover detection
As shown in Secton 4.2, a tming limit occurs for
MNRZI when (worst-case m.b.t. peak-shift+2x RTE
+worst-case e.b.t. peak-shift) = 309, 8°P.

For Miller code the two worst-case patterns are shown
below:

cwa 1 1 3 1 1 o] 1 1 Q e==
! i |
Worst-case E 3 r“"i m; { |
M.8.T. [ }_ | T { ‘ ji : [ l
peak=garfe i - - H L l i
I [
o 1 a 1 1 3 q 3 | ew=
warst-case ! [ L ! LN U B
RS 5—7‘,'; i I ;Ifrf-
peak-snift ! L-;.-J i i [ -!-—-—-i | | !
i t 1 ' | i i

The graphs of peak-shift against packing factor for the
two patterns are shown in Fig. 9, from which the timing
limit for any value of RTE can be found:

4
SOPMET.
MABT. ceak-snitt
~
T
Q MAT
2 seax-shift /" \
~ 30, = 8% AWy
c \
2
aoF car ’
% peak-snitt , /
o *E% Ay,
e £3T
10 P pear-shitt
-
€37
o Do Lo b - TN 1. A I AN ;
% 19 Pie) 3Q

Pacxing factor

Fig. 9. Worst-case peak-shift for Miller coda.

{a) RTE = 0: The intercept of the two curves gives
directly the tming limit for zero RTE as 295, An
amplitude limit will occur when the peak
amplitude of the derivative is equal to the noise
level, i.e. 0-1. This occurs at 2:14 for the four-1’s-
type pattern:

~--dx!a' -*o'~.--

Pl il R et
__JL____JL.JL_.__.JL._

Thus. for zero RTE, DM breaks down ar 2-14, due
to amplitude.
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(b) RTE = 8% PW,: The tming limit for this value
of RTE is obtained by replotting the two curves to
include the RTE, as shown. The intercept of the
two, at 147, is the timing limit. As the amplitude
limit is unchanged at 2-14, then for 8%, PW,, RTE,
DM breaks down at 1-47.

RTE = 16%, PW,,: By replotting the curves
(though this is not shown, for clarity), the timing
limit is found to be 1-12. As this is below the
ampiitude limit, breakdown-is at 1-12.

RTE x [RT: For DM,

IRT = 2x BP.
RTE = (67+2x 1-2)%, PW;o = 9-3%, PW,,.
The timing limit is found to be 1-4 and as this is

below the amplitude limit. DM breaks down at
1-4, for the fourth RTE case.

(c)

4.4 MNRZI,,
4.4.1 Coding rules
Code bits in pairs, and code as in NRZI, except code a
pair of 0’s as a change at mid-pair-time (m.p.t.).

This yields an IRT of 3x BP, as in the following
pattern:

1 Q 3 1 o] b ] 2 3
H | 5 . H .
1
—d ' : 1 L
T e
3it-pair

4.4.2 Packing density limit
Analysis of the worst case peak-shift and amplitude
patterns yields the following results:

RTE =0: PF =197
RTE = 8% PW,,: PF =147
RTE = 16% PW.,: PF =115

RTE x [RT = 106% x PW,,: PF =1-36.

All the limits are due to timing, as the amplitude limit
(with the gated crossover detection method) is at 2:14.

45 MNRZlg,
4.5.1 Coding rules
Code bits in pairs, and code pairs as in NRZI, except
code a pair of 0’s followed by the same as a change on the
boundary of the two pairs.

The maximum inter-reversal time is 3 x BP, as in the
pattern:

]1‘0‘0.0'0“[
— T =

i |
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4.5.2 Packing density limit

RTE=0: PF =206
RTE = 8%, PW;,: PF = 1-57
RTE = 16% PW,,: PF =12
RTE < [RT = 13-2%, PW,,: PF = 1-30.

All limits are again due to timing, as the amplitude
breakdown (gated crossover detection) is 2-14.

4.5.3 Window modification

In this code, for the first time, a slightly different method
of arranging the m.b.t. and e.b.t. windows is possible. In
the normal method, the windows are exactly the same for
each bit, regardless of its position in the pair, thus:

i 8it-pair 4
|
£.4r. M.AT. EBT. M.8T. g3
N ]
| : i
| . i
N !
I S N S [
End pair time Mid pair time .21,
(e.r1) (M.PT.)

However, if (1) the worst-case peak-shift from m.b.t. —
e.p.t. is not the same as that from m.b.t. — m.p.t., and
(ii) e.p.t. = m.b.t. is different to m.p.t. — m.b.L., then the
windows can be different for each bit in the pair, e.g.:*

£3T MaT. - R M.8T. g.81
I
] ) H
- A | s . s :
e e
EPY. M.PT. EPT

The structure just drawn is the one that couid be
applied to this code, because:

(a) There is no m.p.t. pulse, so condition (ii) is mer,
and

(b) The worst-case m.b.t. — m.p.t. shift is greater than
that from m.b.t. —e.p.t., so condition (i) is
satisfied.

Unfortunately, however, the two shifts mentioned in
(b) above are very close to each other, as might be
guessed from the patterns producing them:

[o J S T« A« I« T AR B A B I I O O+
. i ! N ‘ ! ! f
I : N l
‘Worst-case ] "}7 o l ! . ; +'
MBI =™ AT =TT . —t—
y g s
i i ) | Lo | |
[+ I > R B S R A B R I e s I O
' RTINS A A I I
Warst -case 1 [ et ; +f
MBI == MPT. - ‘ -
shift it I - l L
Pl I O T T BT A

Thus, the increase in performance possible in this case is
found to be oniy 2% (up from 157 to 1-60) (for the 39
PW.o RTE case), and is not considered worthwhile.
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4.6 Summary

The performance of all the MNRZI codes possible is
summarized in Fig. 10. The results verify the original
postulate that MINRZI would not be worthwhile for high
RTE values. Even for the 3%, PW,, RTE allowance. the
best MINRZI code will only work up to 1-65, where (two-
1’s peak-shift +2x RTE) = 50°, BP. If no e.b.t. pulses
have to be allowed for, as in NRZI, the limit is 192
where (two-1"s peak-shift +1 x RTE) = 50°, BP.

&
ATE = Q ———
ok L
L ATE = 8%, 2wey
18k
.
& [ Ty _mresemawy |
l -
L aTE <257
1-Q A

— - - —— o -

[e]
&
'R e T R B S B

AP PO T
!

°9Fas a3 = >
VY2 13 taee 30
NRZI

Fig. 10. MNRZI performancs symmary.

One important conclusion is that if RTE < [RT. no
trade-off is necessary, as MNRZIy, (Miller) provides
both the highest achievable frequency and the lowest
[RT. showing why Miller code is a very popular code in
practice.

5 Group Codss

Codes such as NRZ, NRZI. PM and FM operate on the
principle of ‘one symbol for one bit’. There is no reason,
however, why codes should not be constructed whereby
groups of bits are coded with unique patterns. Such
codes are called group codes, and indesd. MNRZI could
be viewed as one.

A similar class of codes is adaptive codes, whereby
groups are viewed, as before. but the waveform symbol
depends not oniy on the group presently being coded.
but also on previous and subsequent groups. The
distinction betwesn the two classes is vague, however.
and both will herein be referred to as group codes.

Franaszek’s paper® is an attempt to provide a means
of producing optimum goup codes. Ziven the
constraints of minimum and maximum inter-reversai
times.

136

The symbols used by Franaszek ars:

N = number of equal subdivisions per bit.
= number of possible Jux-reversal positions per bit
(e.g. for FM. N = 2).
d = minimum number of empty fux-reversal positions
betwesn two flux-reversals.
k = maximum number of empty dux-reversal posizions
between two flux-reversals: thus
IRT = [(d+1yN]xBP
and
IRT = [{k+1)yN]x BP.
M = maximum number of bits required for coding at
any one tme (e.g. for FM. M = L: but for Watson
code, M = 2).

This notation will be used for ail the group codes
presented here.

8.2 Group Code (4, 9)
5.2.1 Coding rules

This code is Ziven by Franaszek as an example of a run-
length limited code. Coding commencss by the viewing
of the first two data bits. [f these are anything other than
a pair of 0's. the waveforms shown below are applied.

2R

If, however. the pair is 00. the third bit is viewed also.
and the thres bits together are then coded thus:

garT. £.9.7 g3 .31
The parameter values are thus:
N=3 d=4 k=9 M=3

and
[RT =3:33x BP. [RT = 167 x BP.
5.2.2 Packing density limit
The read resolution for this code is only =16:7°, BP.
The worst-case peak-shift pattern is:

1Q B4 10 N felel A
P e L
H . i i ' t ] H B
1! 1 I ! | a1

s B . R
! i B . : : i i i '
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(a) RTE=0: The peak-shift equais 167%;, at
PF =170. There is no problem with the
amplitude with any detection system at this
frequency, so breakdown is at 1-70.

. (b) RTE = 8% PW,,: The timing limit here is at 1-30.

(¢) RTE = 16°%, PW,o: This gives a timing limit of

- 1-08.

(d) RTEx IRT: Since IRT =333xBP, RTE

= 110% PW;q, and this breaks down at 1-20.

5.3 Rice Code
5.3.1 Coding rules

The first six bits are viewed inidally. If they are ‘010101°,
they are coded as shown in Fig. 11; otherwise the last
two bits are returned to the input stream for now. If the
remaining bits commence with ‘11°, then all four are
coded, as shown. Otherwise, the last two bits are
returned to the input stream, and the remaining two bits
are coded as shown. The process is then repreated,
starting with the next six bits in the input stream
(including returned bits).
The parameters are:

N=1 d=1, k=11, M=6
and B
IRT =8xBP, I[RT =1-33xBP.

The read resolution is +33-3%, BP.

Data Encoded flux-reversal pattern
RN !
o010t L 1 L
| _J |
1111 ';' ! - r ?
1101 L L :
| ERER
1113 T ry T
; Ll
1100 - o :
| RERREN
Q1 > + T 7
= i I
oo ——— ;
B T
10 = T i
t RERRERRERE
.85, [S———

2 bits of d¢ata

Fig. 11. Coding rules for Rice code.

5.3.2 Packing density limit

The worst-case peak-shift pattern is shown in Fig. 12(a).
An amplitude limit occurs for a four-1's-type pattern.
shown in Fig. 12(b), at 2-84, assuming a gated-crossovar
detection system.

(a) RTE =0: The timing limit is where worst-case
peak-shift = 333%) BP, at PF = 2:23. This occurs
before the amplitude limit, and therefore
breakdown is at 2-23.

April 1980

1110 01 01 1101 01 01 1101

(a) Weorst-case [r‘ l -
peak-shift .+J Y U
1110 1101 1119 1101
Worst-case !
(b) derivative
ameiitude o

Fig. 12. Rice code worst-case patterns.

{b) RTE = 8%, PWy,: The timing limit for this case,
and therefore breakdown, occurs at 1-77.

(¢} RTE = 16% PW.y: This gives a timing limit at
1-47.

(d) RTE < IRT: Since IRT =8x BP, RTE = (67
+1:3x 8), PWso = 17-1% PWoo. The timing limit
for this is at 1-41.

5.3.3 Summary

This code, used by Digital Development Operation. is
obviously of considerable interest as it provides a
performance comparable with that of NRZI, whilst
allowing some degree of self-clocking. Because of the
large difference betwesen the amplitude and timing limits,
it might appear prudent to use p.a.w. However, because
of the complexity of the code, it is difficult to decide
where exactly to apply the p.a.w. An alternative is pulse-
slimming, which may well improve its performance even
further.

5.4 Gabor Code
5.4.1 Coding rules

This code, proposed by Gabor,'? is a very complicated
adaptive code. Bits are viewed in groups of two, and each
double bit-period is subdivided into three parts, each of
which is a possible flux reversal position.

The notation used is as follows:

Data bits  Code bits
Preceding bit pair By, B, Py, Py, Py
Present bit pair B, B, P, P, P,
Following bit pair By Ba P Py Py

The code is constructed so as to obey:
IRT = 4/3x BP; IRT = 23xBP.
The formal encoding rules are:

P = _15—3;-4-81 -:-_B-IB”
P, =P,,B, +B,
Py = F;'f B,+B.
This is most easily visualized as:
If the bit pair is "10” or "11°
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then code as follows:

' else if the bit pair is O1';

then if P;, code as: I : L_P
Lo
or ifF;-code as: '—‘ 1.

‘00’ is the awkward case, and is coded as:

‘fplp: | -

if Py, and By:
if Py, and Byy:

The decoding rules are:

B, = [53:?194"?39?1?3]; B, = [P,P,].

5.4.2 Packing density limit

- The read resolution for this code is again 33-3%, BP, and
analysis of worst-case patterns yields the f{ollowing
results:

(a) RTE = 0: A peak-shift of 33-3%; is never reached.
so breakdown is due to amplitude at 1-45.

(b) RTE = 8% PW,,: A tming limit now occurs at
1-75 but breakdown is sull dus to amplitude at
145,

{(¢) RTE = 163, PW,,: Timing now causes breakdown
at 1-15.

(d) RTE < IRT: Since [RT =133xBP, RTE
= 8-439, PW,,, and breakdown is at 145 due to
amplitude, as the uming limit is at 1-7.

In such a complex code as this, p.a.w. would be difficult
to apply. -

5.5 Qcral Coded Binary
8.5.1 Coding rules

In this code, data are coded in groups of three. The
waveform sets for octal-coded-binary (OCB) code are
shown in Fig. 13. As in all the other godes presented
here, inverses of wavelorms are non-distinct, and are
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Fig. 13. Wavetorms (or octal-coded-binary.

used to ensure that [RT =42x BP.

subject 1o
IRT = 1"2x BP.

5.5.2 Packing density limit

(a) RTE = 0: The worst-case peak-shift curve shows
that 309, DBP {the read-resolution for this code)
oczurs at 2-03. As the amplitude limit is at 2-36,
oreakdown is at 2:03 due to uming.

{b) RTE = 3% PW;,: This breakdown occurs at 162,
again due to Hming.

(¢) RTE = 16%, PW,,: Breakdown here is ar 1-30.

(d) RTE < IRT: Since I[RT =42xDBP, RTE
= 12'16%, PW,, With this RTE figure, the new
{timing) breakdown is at 1-45.

5.8.3 Parrern adaptive write

Because the amplitude limit is significanty higher than
the timing limit, it might be expected that p.a.w. could be
profitably used. However, because the timing limit is
quite high anyway, very little reduction in peak-shift can
be obtained, even with large amounts of p.a.w. The
increase obtainable is in fact only ~3%;.

5.6 'GCR’
5.8.1 Coding rules

In this code, also known as '4/5 code’ and analysed aiso
by Tamura 2r al..® four data bits are represented by a
five-bit pattern. The constraints placed upon the code
are that

IRT = 24 < DBP (=3 x FRBP)
and
[IRT =08xDBP {=1x FRBP).

From the 32 possible combinations of 3 bits. 15 can be
eliminated because of these constraints, ieaving 17, from
which one can be discarded to produce the {6 unique
patterns required. This one can then be used as a special
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pattern, for checking or error detection, as it obeys the
constraints and is therefore detectable.

5.8.2 Packing density limit

Considering the gated crossover type, amplitude
breakdown will occur at PF = 174 for a four-1’s
type pattern. The read resolution of this code is
50%, FRBP = 40%, DBP, so:

{a) RTE = 0: The timing limit occurs at PF = 2-12.
As the amplitude limit occurs earlier, however, the
code breaks down at 1-74.

{b) RTE = 8% PW.,: The modified graph shows that
the new timing limit is at 1-57, and as this is below
the amplitude limit, breakdown therefore occurs
at 1-57.

{¢) RTE = 16%, PW;,. Breakdown here is at 1-31,
against due to tming.

(d) RTE « IRT. Since

IRT = 3x FRBP = 3 x (-8 x DBP
= 24 x DBP,
then
RTE = {67+ 1-3 x 2:4)%, PW,,
= 9-82% PW,,. '

This timing limit occurs at PF = 1-50, and this is where
breakdown occurs.

5.7 Watson Code
5.7.1 Coding rules

Code bits in pairs, and code as in NRZI, except code a
pair of O’s as a change at both m.b.t.s and a change at
mid-pair-time (m.p.t.).

Thus the four possible patterns for a pair are:

In this code, proposed by Watson,!! runs of zeros are
broken up by the use of a unique flux-reversal pattern,
which the originator hopes will be stll easily identifiable
at high packing densities.

8.7.2 Packing density limit

Using a slightly modified gated crossover detection
method. an amplitude limit occurs at 130 due to the
inherent three-{’s-type pattern of the ‘00’ bit pair.

(a) RTE = 0: A timing limit occurs at 2-33, where the
peak-shift = 50% BP. However, amplitude causes
an earlier limit at 1-30.

(b) RTE = 8%, PW,,: Although the timing limit is at
192, amplnude again causes breakdown at 1-30.

Aprii 1980

(c) RTE = 165, PW,,: Timing limit = 165, but
amplitude limit = 1-30.
(d) RTE < IRT: IRT = 3 x BP, RTE = 10:6%, PW.,,

giving a timing limit at 1-82, but amphtude fails at
1-30.

5.73 PA.W.

This code provides an opportunity for ‘reverse’ p.a.w.,
because of its early amplitude breakdown. If the two
outer flux-reversals in the ‘00’ pattern are written further
away from the centre one, the timing margin will be
reduced, but the amplitude of the centre peak wil
increase. Note that this is not strictly p.a.w., but merely a
modification of the coding rules. For each separate RTE
allowance, the amount of ‘p.a.w.” can be optimized to
ensure that the tming limit and the amplitude limit
occur simultaneously. With the gated crossover
detection method, this yields:

(a) RTE = 0: By using —40%, p.a.w., on the outer
peaks of the ‘00’ pattern only, the frequency limit
becomes 1-60, where the shift on one of these peaks
takes it to e.b.t., and, simuitaneously, the four-1’s
type pattern breaks down on amplitude.

(b) RTE = 8%, PW.,: The optimum in this case is
-70% p.a.w., causing simultaneous timing and
amplitude breakdowns at 1-50.

(c) RTE = 16% PW.,: In this case, the limit is at 1-36.
with - =90% p.a.w.

(d) RTE x< [RT: With —80% p.a.w., this breakdown
is at 1-42.

5.8 Miller? Code
5.8.1 Coding rules

The bit stream to be encoded is broken into sequences of
three types:

(a) Any number of consecutive ones.

(b) Two zeros separated by either no ones, or an odd
number of ones.

(c) One zero followed by an even number of ones
(terminated by a zero not counted as part of the
sequence).

Sequences type (a) and (b) are coded as in normal Miller
code. Sequences type (c) have the transition
corrasponding to the final ‘1’ inhibited, e.g.:

s 0] LA+ 2 T TR T o R T O o S R R O O O O A

"W‘"ﬁ&h ‘mirh Imlml il

Sequence tyoe

This code, invented by J. W. Miller,'!? is a
modification of the original Miller code (sometimes
attributed to A. Miller*?), in such a way as to remove its
d.c. content. The d.c. content of a code manifests itself as
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a baseline shift of either the rsad-back waveform. or its
derivaudve. This can cause errors in a detection system
which is partcularly sensitive to amplitude variations.
but can be overcome to a large sxtent by d.c. restoration
circuitry. The alternative is to use a code such as Miller,?
with zero d.c. content, but the disadvantage that rssults
is a greater [RT (3 x DBP), yielding higher peak-shift and
requiring more sophisticated clocking circuitry.

Note that this code is also known as M?, or M*FM.
burt is not the same as MMFM, which is very similar to
MNRZI,,.

5.8.2 Packing density limit
The worst case m.b.t. and e.b.t. pea.k-:hm occurs for the
following patterns:

LIRS T U T S O A A B U A A

Warst-case ‘x'{ir;'!'r:‘},!r%“[‘r:f l 'm;mimg

seancamer [T WTHT UG

i i | | [ v

¢ "~ 2are o

L0 T B T T I T T T R T A O S

wc?ti-;ut . lm{ , "r—-[; :rh;n{m‘mf

seax - snite . !Ul-JiL_’—é ;Miuluu.%
i [ [

These patterns are almost identical to the worst-case
patterns for MNRZI,,, for which /RT is also 3 x DBP.
Performance limits are thus (from the corresponding
MNRZI,, figurss):

RTE=0: PF =197
RTE = 16% PW,y: PE =13 all due tc uming.
RTE < [RT: PF = 136

5.9 Zero Moduiation Code
8.8.1 Coding rules

The bit stream to be encoded is broken into sequences of
thres types:

{a) Any number of consecutive ones.

{b) Two zeros separated by either no ones. or an odd
numper of ones.

(¢) Two zeros separated by an even number of ones.

Sequences type (a) and (b) are coded as in normal
Miller code. In sequences type (c}. ZM encodes the zeros
in the Miiler manner. but the ones are encoded as though
they were zeros but with altarnate transitions deleted:

0:3!!110:3.'!xvxov::3:

it m —ﬂm — r‘mir‘;
* L—J&L..J _.._J'l_.s l
W’

3 K 4 < 3

This code. invented by Patel.'® is another attempt at
improving Miller code by removing its d.c. content. [t
has the same disadvantages as Miller.* thougn [RT is
only 2xDBP. -

5.9.2 Packing density limit
The worst-case peak-shift patterns are as follows:

1!
‘Warst-case ‘] 1

Py ; L
inlink | i N
4.8.T. | {?: = H ‘ﬂ[ -
seakesaift ;L;J{UJ_FgL}_JiLiJ;LH l
b i I
s e .
3 a 3
t1 19411 agtt
- - i { o 1
werae DM AT
seak-smtt Iu‘H ) ’.._111.:13
S ST O
3 < 3

Pattern (2) is the same as the worst-case m.b.t. shift for
Miller code. whilst pattern (b) has greater peak-shift
than the corresponding pattern for Miller. Analysis of
these patterns vields the following packing density limtts:

RTE =0: PF =194
RTE = 8% PWe: PR =140\ ) sie 1o timing.
RTE = 16%, PW,y: PF =111
RTE < IRT: =132

This analysis is based on ideal zero modulation code.
which is very difficult to implement since complete
sequences have (o be modified, requiring infinite look-
forward and look-back memories (unlike Miller.® whers
changes are introduced only at the end of sequencss).
Patel recognized this difficuity, and suggested that the
memory could be reduced by blocking the data into
groups of bits followed by a parity. Naturally, this dilutes
the data te an extent dependent on the length of a block.
but performancs can never be better than the figurss
given above for the infinite memory.

5.10 3PM Code
5.10.1 Coding rules

The data stream is spiit into groups of three bits, which
are then encoded into a six-bit word for recording. The
code is adaptive, in that the bit pattern for the word cur-
rendy being encoded depends on the previous and the
following word. The code has tesn designed to produce
IRT = 1-3xDBP and [RT =6xDBP. The coding is
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represented by:

Recorded transitions

Previous  Following

Datwa P, P, . P, Py P, Py P4
000 x Q o 0 0 o 1 O
1 0o 0o 0 0o o0 1

00t x 0o 0 0 1t o0 o0
010 x o t o0 o0 0 o
o1t % 0 0o 1t 0 0o t 0
{ o t 0 0o o0

100 x x 0o 0o It o0 o0 o
101 9 X 1 0 0 0 0 o0
1 o o0 0 O 0 O

110 1] 0 {1 0 0 0 1 o
1 0o 0 o0 o0 1 o

0 1 1 0 0 o0 0 1

L o 0 0 o0 0o 1

111 0 x 1 0 0 1 0 O
1 o 0 0 t o0 o0

(% = Don't care)

e.g.
110 Q01 1na 191 gog mm

H '?! i i
Il e e
i e g Ry ey
H Py P i P (I
5 % % Ps'i's 5 0%
—
oae

This code. presented by Jacoby,'® is essentaily a
standard type of adaptive block code, but is unusual in
achieving an IRT of 1-5 x DBP. This lessens the worst-
case peak shift, but because [RT = 6 x DBP, the code is
difficult to clock accurately.

5.10.2 Packing density limit
The worst-case peak-shift pattern is:

Q1 101 Qo1 191 qag 11
e, e e, g, ot e, oot

B e
=

This is plotted in Fig. 14, from which the following
packing factor limits can be obtained (since the detection
window is +25% DBP):

RTE =0: PF=1213
RTE = 8% PW,,: PF =167
RTE = 16% PWyo: PF =129
RTE < IRT: PF =136

All these limits are due to timing, as amplitude is no
problem for any detection system.

Aprit 1880

(1o}

WIC PIS +14.8% Awe,y ,'

r-J
a0k WiC PS + 8% Pwey

Worst -case

Peak-shitt (% DBP)

304+ peak-snitt
0P
-1 P .
e
Q L s i " 1 »>
Qs 10 20 30

Packing tactor
Fig. 14. Worst-case peak shift for 3PM code.

6 Summary of Code Performances

The performance of the best of the codes is summarized
in Figs. 15 and 16. Figure 15 shows the maximum
packing factor achievabie by each code for the three fixed
values of RTE. For RTE =0, NRZI is surprisingly
beaten for first place by the relatively unknown Rice
code, because of its very good IRT of 133 x DBP, and yet
surprisingly large window of 333%, x DBP. There is little
to choose between the top five codes. in fact, in this RTE
category.

For RTE = 8% PW,,, NRZI is slightly better than its
nearest rivals—Rice code, ENRZI., 3PM and OCB.
Again, for RTE = 16%, PW,,, NRZI achieves maximum
performance, with Rice code and ENRZI, fairly close

behind.
Perhaps the most useful indication of the performance

of the codes is for RTE x< [RT, shown in Fig. 16. The

striking result is thdt, apart from PM (which is only used
when packing density is unimportant), all the other
codes can achieve packing densities which are within
+6%, of each other! Additionally, the three most recent
codes, i.e. Miller.? 3PM and ZM. are of below average
ability, showing that it may be more prudent to spend
money on d.c. restoration circuitry rather than
complicated encode and decode electronics.

In support of the theoretical work presented here, and
in particular the general implications of Fig. 16, consider
the results presented by several other authors:

Tamura er al.’ compared GCR. FM and Miller. and
found packing density limits of GCR : FM
Miller = 108 : 0-73 : 1-0.

Huber!® found MFM : Miller? : 3PM = 110 : 105 :
1-10.

King'” found RNRZ : ENRZ : MFM : PM = 1.07 :
092 :1:06.

Stein'® found RNRZ : Miiler? : ENRZ = 1-04 : 1-00 :
0-88.

Davidson et ai.'® found MFM
‘6, 8; 0" code = 10 : [-04 : 1-09.

14, 6:0° code
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N. D. MACKINTOSH

T are=a

Czae S Are =87 swg,

Fig. 18. Magnetic recording codes performancs summary.

The clear implication is that, whilst no one agress
which is the best code, there is very littde differsnce
betwesn all of the popular codes. Indeed, it has beesn
shown in this study and in the excellent study by King*~
that the choice of detecton system can have far more
effect on the uitimate performancs of 2 memory than can
the choice of the code.

.| zRT
Code £
2804
GCR FAL) / 150
oazly| 7 / / 1047
oca |42 / 1-48
Gaoor |13 / 1143
watson | 3 1:42
Rice 3 151
Miiler 2 / / 1°40
WRZIL‘ 3 // / 1:28
M1 lerd
P L] : 1-38
im 2 / 1932
P 1 11%
NRZI | oo
L ! . ! Ny
EN Q3 . 10 1%
RE

Fig. 16, Periormance limits for RTE x [RT.
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NRZI remains outstanding for any fixed vaiue oft

‘RTE and because of this, a new code to emerge recendy,

Randomized NRZ (RNRZ), has besn gaining in
acceptance. [t attempts to turn NRZ into a self-clocking
code by scrambling the data befors recording. The idea is
that long runs of data without transitions are broken up,
and the chances of having a long [RT after scrambling
are small. [t is difficult to ses, however, how a typicaily
random data pattern is, in fact, improved by scrambling,
i.2. randomizing. If the idea is that data often consist of
all 0’s, or all I's (in NRZ), it is very simple to break these
up, with much less circuitry than RNRZ requires. by
alternating the NRZ definitions, i.e. Alternating NRZ
{ANRZ): In even bit periods, code a change froma "0’ to
a‘l’ora‘!l’toa ‘0 asa tramsition at m.b.t.; in odd bit
periods, code no change in the data as a transition at
m.b.t.:

01'0100011010'!1

FI-!»‘----.---“r-|.——---.---.-.i m’/

i bt Lt L..ML_.

VO U
NRZ-———-o:assm zz:a

- -

NPT —wm—> | bj < 7 1 1l

[t can be generated simply by exclusive-oring the NRZ
data with its own clock:

NRZ —.‘—\_ﬂ
. H ANRZ
NRZ -~ i“).'. L
NRZ = et o
— i-

car
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Obviously this code breaks down for an input pattern of
00110011 ..., but there exists a similar pattern which
causes RNRZ to break down.

Although some systems designers are limited in their
choice of code by existing standards, e.g. the ECMA and
ANSI standards for cassette drives, or the IBM
‘standard’ for the single density floppy drive, in cases
where there is no standard, or where there is one to be
set, it behoves the designer to choose a reasonably
efficient code. This should not involve much effort, as
there are far more important design studies to undertake,
such as choice of block structure and detection method,
both of which can have more effect on the ultimate
formatted capacity of the drive than can haggling over
the last few percent achievable by different codes.

Low-cost devices, such as cassette transports and mini
diskette drives, often cannot afford the luxury of servo-
controlled media speed, or sophisticated encode, decode
and detection electronics. For these applications, a code
which is very seif-clocking, such as PM, should be used.
Gabor code could be used for its low IRT, but the code
conversion is quite compiex.

To use NRZI in a system really needs a separate
dedicated clock track. This is uneconomical in most
cases; but for muiti-track tape, in either computer data
or p.c.m. applications, and certainly for fixed head disks,
the overhead involved becomes minimal. The biggest
probiem is then skew, but 1.s.i. chips are now available to
overcome this. :

For security-conscious applications, the inherent
scrambling of Randomized NRZI is an attraction,
though the scrambling technique could be applied to any
code, at the expense of an exura stage of processing.

In the majority of applications, it is difficult to really
justify the choice of any particular code, but the original
‘compromise’ code, Miller code, has much to offer. It is
efficient, simple to encode and decode, does not require
odd-integral clocks as do some codes. and does not need
a sophisticated phase-locked loop.

7 Concliusions

It has besn shown how worst-case peak-shift and
amplitude patterns can be used to determine the margins
in a system. A detailed comparison of many recording
codes shows that there is very little to chocse between all
of the popular ones, as regards the maximum packing
density achievable by each.

Aprii 1980

Pattern-adaptive write (pre-compensation) is seen to
be beneficial for some codes (e.g. Watson code), but of
little use for most (e.g. NRZI). Similarly, window
modification, or pattern-adaptive read, has little to offer.
A comparison of detection techniques has shown how
they can significantly influence the capabilities of a
memory.

The conclusion is that system designers should choose
any code which appears suitable for their particular
system, and the system shouid then be designed around
the code.
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