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. . 
The evolution of Computer Networks was primarily caused by the need to access and 
to output from a computer-based system and employ its resources from geograpbic­
ally separate origins or destinations of information or data. Hopefully, if the net-

. work was properly designed, economic justification was derived by effective use of 
not orily the computing resource but the interconnecting communications channels as 
well. 

As these ''private'' computer networks grew from the early 1960's, it became evident 
that a better match between the computing resource and available communications 
channels was needed to fruitfully employ the ever improving and expanding computing 
resource. Overlapping communications channels, caused by the overlay of one com­
puter network over the other, did not support sound economics and it also became 
evident that if one could share his resource with others, more leverage of available 

" . computer power and its data base could be realized. 
\ . 

Experiments started in the mid-1960's to apply a technology called Packet Switching 
which appeared to offer a better match between the characteristics of a computer's 
I/O and communications channels. Based on a concept for digitized voice transmis- • . 
sion for Military communications - called the "Hot Potatoe" technique - resource­
sharing networks using Packet Switch technology began to evolve. The United States 
ARPA Net and the United Kingdom NDL Net are examples of networks which employ 
Packet Switching technology and they are continuing to develop and expand its network 
Capabilities. Today, Value Added Carriers - or VAN's - offer similar technologies 
fo~~tp.e movement of resource-sharing inforr.l:ttion. 
" ~ ... ",., ~. ~. . 

Bandwidth, or the capacity of the channels used to transport information, is - even 
yet today - highly restricted.. This restriction is caused by the need to employ trans­
port ch..1lU1cls which were largely designed for voice cOmmtullcations. We "are tempted 
to use these channels because of their availability over a wide geographical area. 
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However, these channels are provided by goveriunentally~regulated commoncarriers 
and can only be employed in a disciplined manner. It wasn't until June of 1968, when 

.the famous Cartcrfonc De.cision was made, that. others outside of the regulated car-
. rier business were allowed to attach "foreign" equipments to these regulated channels. 

SUbsequent to that Decision, we have seen the steady improvement, at reduced cost, in 
. the bandwidth capacity of these highly-dispersed channels. However, even today, the 
digital-to-voice channel "adapters", or modems, are largely supplied by the Bell System 
domestically. The ra~o for private, leased circuits is about 45% to 65% outside-vendor­
to-Bell and the switched network is about 2% to 98% for "foreign" equipment attachments. 

Bandwidth has recently undergone further increases with the advent of not only common 
carrier, but specialized carrier microwave channels. Since these "Radios" operate at 
very high frequencies in the gigacycle range, one is able to derive much more trans­
port bandwidth. These channels are channelized to derive voice, data and video (wide­
band) channels. Digital data transport channels, with the ability to transmit up to 1.544 
megabits per second, are available today. 

Satellites extend the microwave channels over longer paths. Synchronous Satellites of 
today can supply up to twelve channels at 36 mhz bandwidth each, or 100,000 voice band­
width channels. When compa,red to Terrestrial Channels, the Satellite Channels offer 
better binary error rate performance. However, because of their distance above the 
earth, we must pay a propagation delay penalty of about 500 to 700 milliseconds round­
trip delay. Also, it would require three synchronous Satellites to provide worldwide 
coverage, thereby extending the propagation de1ay problem. 

If we consider the available communications channels,. including Satellite extensions 
and how we might best utilize them, we must review technology and see what's happen­
ing and how these changes hught affect the Evolution of Computer Networks. 

It Is the purpose of this paper to review Computer Network Teclmology today, the prob­
lems we must solve in the future to realize effective use of Computer Networks, Control 
Data's Network Architecture towards addressing these problems, and then, briefly r~­
view an application of this Architecture • 

• 

. . 
It's often nice to define what it is you are going to discuss. A search of the teebnic:ll 
library and other common reference material has revealed that no real definition ex­
ists for what we might call a "Computer Network". 

. . 
Figure 1 illustrates our Americ~m National Standard definition and a revision to it sug­

. gested by the author. The point expressed here is not only are we constr:rined by tech­
nology; we must continuously assess change and economics in the Computer Network 
Evolution we face. 
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COMPUTER NETWORK DEFINITION 

THIS IS A COMPLEX CONSISTING OF TWO OR MORE INTERCONNECTED 

COMPUTERS 

-AMERICAN NATIONAL STANDARD 
VOCABULARY FOR INFORMATION 

. PROCESSING 

PERHAPS 

A SOMEWHAT STRUCTURED CONGLOMERATION OF DIGITAL COMPUTER­

BASED SYSTEMS, HUMAN OR SUBSCRIBER INTERFACE DEVICES AND 

INTERCOMMUNICATIONS CIRCUITS WHICH PERFORMS INFORMATION 

ST9RAGE AND RETRIEVAL. PROCESSING, TRANSMISSION AND/OR 

EXCHANGE TO ACHIEVE A DESIRED SET OF RESULTS WITHIN A 

DYNAMIC ENVIRON,1ENT CONSTRAINED BY GEOGRAPHY, SUPPLY AND 

·\DEMAND, LAWS, AND RESOURCES INCLUDING MONIES. 

F. K. MORIOKA, 1975 

FIGURE I; 
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Simplicity oftcn has its virtue in that it allO\VS us to restrict our communications to 
a small sct. A small set is usually easier to comprehend than a large, complex set. 
Figure 2 is an attempt to simply illustrate the elements which make-up or are used 
in'aCComputer Network. We might call the illustration a Circular Quad Gram, con-· 
~sting of elements called CHANNELS and/or SWITCHES, ADAPTERS, CO?v1PUTERS 
and DEVICES, and the USERS. 

Although not intended to be a comprehensive and complete listing of all possible ele­
~.~t~, please note the follow~~ definitions of those illustrated: 

•. CHANNELS are Terrestrial (earthbound) or Radio (Satellite being a 
Radio repeater). 

.-"'- . 

• - . SWITCHES are basically electromechanical or electronic connectors 
of channels • 

• ADAPTERS are those elements which adapt the characteristics of 
'computer and device channels to communication channels. 

• COMPUTE,RS are conventional micro, macro, or maxi computers, 
blcluding their peripherals, software, and applicatio~al programs. 

• DEVICES interface the USER within the Computer Network. They 
can be fixed-wire or programmable (equal to or less than a computer). 

. \ 
• USER applies the Computer Network via the DEVICES which inter-

face with ADAPTERS. CHANNELS and/or SW1TCHES and/or the 
COMPUTERS or other DEVICES interface with ADAPTERS. 

If one carefully analyzes the probable combinations, ADAPTERS could cross bound­
aries. As an example, if the modem is supplied by th~ CF..ANNELS and SWITCHES 
vendor, the modem could be identified as part of the Inner Circle. On the other hand, 
1! the modem is included in the DEVICE vendor's hardware, the ADAPTER crosses in­
;~ the DEVICE World. Howev~r, logically, the modem belongs in the ADAPTER 
f\Vorld. 

. . 
It is assumed that most readers fundamentally understand the characteristics of the 
identified network elements. However, an analysis of the listed ADAPTERS will show 
·that they arc truly "things" that adapt the CO:\lPUTERS and DEVICE communications 
'characteristics to the CHANNEL and SWITCH characteristics. An example here could 
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~.-COMPUTER NETWORK DESCRIPTION 'AND ITS ELEMENTS 
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• MAGNETIC TAPE 

T!e:' OP:fjC'At -
( .• CREDIT CARD' 
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FIGURE 2. 
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be a modem, (modulator/demodulator) which basiccl1y adapts digital signals to analog' 
signals (and vice-versa) to ada.pt digital COMPUTER and DEVICE communications 
channels to analog CHANNELS and/or SWITCHES transport media. 

The next set of Figures 3 through 6 illustrate some basic types of networks we en­
counter today. 

. , 

The more common types of Computer Networks today are generally called STAR (Fig­
ure 3), TREE (Figure 4), ;DISTRIBUTED (Figure 5), and FULLY-CONNECTED (Fig­
ure 6). Not every network element used in each 'configuration is shown in order to 
maintain simplicity of illustration. 

The STAR is probably the most common type of network. DEVICES basicaily commun­
icate with a central computing resource. Communications are generally COMPUTER-to­
DEVICE or DEVICE-to-COMPUTER with little or no DEVICE-to-DEVICE communications. 

All communications control is handled by the central computing resource. A simple, 
stand-alone time-sharing computer system with remote terminals is an example of n 
STAR Network. 

The TREE. Network generally consists of one or more levels of communications con­
trol intelligence beyond the COMPUTERS channel. An example here is a Front-End­
(ADAPTER)-to-CO~\'lPUTER System which controls communications via other Front­
Ends to communicate with o\her COMPUTERS or DEVICES. The TREE grows larger 
by attaching message concentrator ADAPTERS to the Front-End ADAPTERS to further 
channelize the communication CHANNELS and/or SWITCHES for connecting additional, 
DEVICES. Fundamentally, the DEVICES still work with only one, central computing 

, resource • 

. The DISTRIBUTED Network differs from the TREE in that we are able to communicate 
to two or more computing resources which are geographically separated. In a multi­
computer resource network, we may restrict communications channels to allow com­
munications to/from or between a selected set, or the network is' not FULLY -CON­
N~CTED, but DISTRIBUTED. . 

The FULLY-CONNECTED Nehvork is a DISTRIBUTED Network with a full set of inter­
connections; i.e., nil DEVICES and COMPUTERS could independently communicate with 
each other if desired without traversing "the other's private connections. 

-6 
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T~e ARPA Net is an exmnple of a DISTIUnUTED Network. Our Ai:dines Reservations 
Systems, which connect ·to each other on a selected basis, is another example. 

, ' 

The ideal network configuration for any community of interest or a set of communities 
of interest depends on the USER needs and economics. To assess where we are today 
,and then Wlderstand what it will require to achieve effective computing resource-sharing, 
we'will now briefly review where we are today and the problems we need to solve. It is 
becoming evident that if we are going to approach effective use of our computing resource 
base, we must address computer networking. 

WHlEmm: v.wm: Am:m; 1I' (Q)]IDA Y nlN C(OriWIIWHD> mr lIDA 'JI' A 
CO lWIJI'JI lID m CJA 'JI':rr (Q) ~$ JlDIRVO)(C:IE ]J)) lIDllR IE $ 

.. 
One of the basic reasons we are able to effectively apply our telephone network for voice 
commWlication today is that we follow common procedures \vith a highly-disciplined net­
work. If we don 't dial a number correctly, we will either receive a "not in service" 
message, or get a "wrong party", and we hang up and perhaps redial. If the network 
cannot a9cept oUI' cill because of a peak load, we will receive the famous "busy" sig­
nal •. These procedures have evolved over a four-decade period. Any ehange to these 
procedures takes time and education. ' 

Voice communication is also narrowband, redundant, and highly tolerant to distortion. 
Crosstalk, dial clicks, fades, and echos are tolerated by our redWldancy and instant 
repeatabili ty • 

Figure 7 and Figure '8 illustrate the bandwidth needed for speech and how much fre­
quency spectrum we employ for voice. 

Digital computers require wide band channels because of their wide band signals (rec- ' 
bi:igular waves) and their speeds. They are also very sensitive to binary or bit errors, 
especially if we want to transport programs. '-

To achieve communications via CHANNELS and/or SWITCHES media, we basically 
p:dd overhead to raw informationto check for and correct errors ~md identify infor­
hiatlon stream bOtUldaries. We :lIso employ ADAPTERS to m.atchthese wideband 
computer channels, to narrow or narrower than ideal CHANNELS and/or s\VITCHES. 

The methodology used to transport data over the CRA.NNELS and/or s\VITCHES media 
Isusunlly called Procedures mld a complete Procedure includes many levels of control 
and the interface requirements. 

11 



00 
• 

ALTERNATING 
CURRENT ' 

WAVELENGTH 
(METERS) 

RADIO 

-

. t 

LIGHT 

~ r---­
ULlRAVIOl.ET 

INFRARED 

t MICROWAVE LASERS 
LONG- SHIP 
WAVE RADIO-
RADIO TELEPHONE .. 

COAXIAL 
WIRE CABLE 

. TRANSMISSION (LAND) 

1£.140 . 

EXPERIMENTAL 
WAVEGUIDE 

1950 

.. 
X-RAYS 

.I V-RAYS 
I 

&&*§Sii@e,-'Z:-;;-t-'$,~~ ... ~._:.. ·~r.'k';::r:bP=r...: ~; ';;;';bl!Z:G'Ct;:tm:l:' i tkWi4blS "&::,"¢ t!Z ":;:'#3' dO: 't;' Pdq, # #i'dij:e¥, k wa,. 
PUBLIC USE TODAY NOT USED TODAY fOR PUBLIC 



· A L«l>«l>Jt( fA. 'U' CO:NJ:PlID''lJ.'m:m mnE1I'~<o>mIK$ 

Amf1Dl VNIIIIlEmlE '\\VIE AmID: G«J)n~G 

. . 
Figure 9 shows the bjerarcbjol.L£iciUs-of Control-which-mako-up-a.-oomple~e Proccdure. 
If we examinc where\ve are today , in terms of Industry Standard or Common Dnta 
·Communications Procedurcs, we are just beginning to achieve commonality. Some of 
this evolution is forced by the need to better match CHANNELS and/or SWITCHES 
characteristics such as the ability to tolerate propagation delays' caused by Satellite 
Channels while maintaining high channel utilization to our COMPUTER and DEVICE 
channel:charac1eristi.cs.. - - - --

'~~J. . 
I -. -

Line (CHANNEL) Controi and Commulrlcation Channel Interface Procedures are be­
coming quite standard today. Hence,~we are able to buy ADAPTERS from many 
sour~fla. wi!l). <?"Qm_m9Jl ~t~~ac~Ul:.p.cL@CLC:9;tlt~0l.J9r_.CQnnection to EJA RS 232, ;,IIL . 
srD 19S,~ andCCITT V which are fairly well accepted throughout industry. The ev­
olution period is roughly 1963 to 1969 - or six-plus years. We must recognize that 
these "Standards" will evolve in tiine to accommodate new technology. Link (one or 
more channels) Control, Device Control, Message Control and End-to-End Proced-

:\C7:'· _ _ _ __ .. ____ -----------.----- . 
ures have a ways to go. Binary Synchronous Control, or BSC, was annouz;ced by IBM 

· in about the 1969 time-frame. BSC-is fundamentally a character-onenteCi Procedure 
and operates in what we might caJ.J.....a. "Halt and Wait" sequence; i. eo, send something 
and wait for an answer before you send the next thing. We also call it a half-duplex 
communrcaffon~ or two-way contIol'procedure;-with only one-\vay-communication at 
a time over a two-way channel. This Procedure works adequately for Terrestri31 Chan­
nels, but is questionable ?f we add.more: propagation delay caused by Satellite Channels. I ,,-,,-,.. . '- - :-
In 197-;t~ ~BM announced SDLC o.r, Synchronous--t)ata-Link Control Procedure. This 
PrQcedure is called a bit-rariented control procedure and improvcs'-the usage of a 
communications channel.: It offers more: flexibility to the bit-level as opposed to the 
character-level, isfull-duI\lex, i .. e~, 't\v~way simultaneously, and almost ideal if 
we include propagation delay times. It should be pojnted out that this type of Proced­
ure needed to evolve to progress in the effective use:of available bandwidth. Other ex­
amples of similar Proced~lres are the.:BurrQughs BDLC, announced in 1975; the ANSI , 

· ADCCP (Advanced Data Communication Control Procedure); ISO HDLC (High-level 
Data Link Control); NCR'~ BOLD (Bit Oriented Link Discipline); and CDC's CD/CCP 
(Communications Control :-FrOc'effure ). --

Device Control Common Procedures with bit-oriented Link Control Procedures will 
probably become ,fairlY common in about the 1977-1978 time-frame. Hence, we will 
all be faced with ADAPTION to many different types of LINK and DEVICE Control Pro­
cedures for a few years yet. :Message and End-to-End Procedures will probably oc­
cupy a five-year period, if not more, to achieve full commonility. A few I!Standards If 
exist by Industry for Message and/or End-to-End Control. Federal Reserve System's 
BOPEAP (Bnnk Oriented Processor Ender AccOtUltability Procedure) and t11c Airlines 
Industry ATA/IATA 1.1cssage Han(UingProcedurcs are examples. An early agrccment 
for Common Data Communication Procedures \\ill ccrtninlv adv::mce our abilities to con­
struct effective resource-sharing Compute'r Networks. 

- . 
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We will now briefly review our situation with other network elements. 

CHANNELS for transport of data or information in a Computer Network can be basically 
called "Terrestrial" or "Radio!!. Terrestrial represents the channels which are earth­
bound (includes ground microwave radios). Radios transmit data or information via 
electrom~onetic waves which are modulated by various technologies to transport data 
or information. Transmission may be via !!hops" (ionospheric, tropospherics etc.) or 
line-of-sight. Figure 10 highlights their characteristics. Essential things to remem­
ber are: (1) bandwidth, (2) error characteristics, cost, and propagation delay. Note 
that Satellite Channels cause a delay time ten times that of typical Terrestrial Channels. 

SWITCHES are those elements which ca.l1 manually, semiautomatically, or automatic­
ally connect CHANNELS to ea:ch other to achieve communications. Figure 11 illustrates 
a few of the basic types used today or beginnin& to increase in population .. 

Electronics has extended the number of terminations capability to microwave and wave­
guide type channels and it has also improved connect times or the time required to con­
nect called to caller and disconnect when through. We are beginning to find greater use 
of the Public Switched Network because of its economics and access-point availability. 
However, as a good data ccvnmunications media, the Switched Channel is generally 
nOisier, narrower in band\vidth, and less reliable when compared to a privately-leased 
channel • 

. Circuit s\VITCHES are included ,vith the CHANNEL elements as almost 99% is provided 
by common carriers. 

ADAPTERS, identified in Figure 12, are probably undergoing the most rapid change. 
Microelectronics has allowed the hardware designer to significantly reduce ADAPTER 
costs. As an example, 2400- to 4800-bit-per-second data modems have decreased in 
cost approximately $l/bit-pcr-seeond to $0.125/bit-per-seeond in the past few years. 

·16 
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.SWITCHES 

ELECTROMECHANICAL 

• OLD 

• SLOW CONNECT TIME 

• MANY. MANY INSTALLED 

• ADEOUATE FOR PHONES 

... , NOISE GENERATORS 

ELECTRONIC 

_. NEW ... 
.. " . 

• FAST CONNECT TIME 

• FEW INSTALLED 
• MORE CHANNELS, LOWER COST/CHANNEL 

• TANDEM LINKS CAN INCREASE CONNECT 
TIMES 

• . ELECTRONIC PABX 

• 
• 
• 
• 

NEWEST 

LOCAL DISTRIBUTION 

"OICE/DATA CHANNEL SHARING 

EXTENDS BELL SWITCH RANGE 

• . VERY FEW INSTALLED 

. 
FIGURE 11. 
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WHERE ARE WE TODAY 

ADAPTERS 

·-.-·MODEMS. -TIME DIVISION AND FREQUENCY DIVISION MULTIPLEXERS, 

fRONT ENDS. MESSAGE CONCENTRATORS, PROTOCOL· ADAPTERS • 
. .. - . -

COMPUTER CHANNEL MULTIPLEXERS. ~ACKET SWITCHERS. AND 

_MESSAGE SWITCHERS 

... ------ ".----

'. GREATER USE OF MICROELECTRONICS TECHNOLOGY 

.• :.- -IMPROVED RELIABILITY 

• _ LOWER COST 

~. ~~_~~T_~R_USE_OF MI~I- AND MICROCOMPUTER TECHNOLOGY 

• PROTOCOL HANDLERS 
• INTERFACE DEVICES . - - --, - --- ---

e_=aEUABlLlIY --------
• fLEXIBILITY BY FIRMWARE 

~~ .HARD'NARE:1MPLEMENTATION TECHNOLOGY FAR AHEAD OF 

WFTWARE TECHNOLOGY 

•• 0 ~~~~BC?PR_O<;1~_AMMING 1'. A$$~~BLY·_IMPLEMENTATION LANGUAGE 
• MACRO IMPLEMENTATION LANGUAGE 

FIGURE 12. 
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cWith the introduction of micro- and mini-computers, we are now able to construct 
iJlnweJ:.,,:,cost Front-Ends, ::\lcssage Concentrators, and Multiplexer ADAPTERS. Fig­
t!Ure 12 summarizes ADAPTER Status today. 

\\Message Switchers are identified as ADAPTERS because they fundamentally can con­
vert transport speeds, language code sets, edit, routc, queue, hold and retrieve data 
Fo~jn.fOrmation. They basically adapt DEVICE and/or COI-.IPUTER traffic to channels 
when the outgoing channel is available and assume responsibility for delivery. 

~~estricts quick clianges to Message Switchers is that they rely quite heavily on 
=not=Ofiljfuircffirire reliability,· but- more importantly - specialized software to per­

form much of the logic and tolerance to errors caused by CHANNELS, ADAPTERS, 
P.~UTERS and DEVICES • 

. 
i1A2reliable Message Switcher will have approximately 20% Switch Logic and 80% Pro-
(f.eclive or Error Handling Logic.. Hence, progress in this area will rely heavily on 

. ¥ogramming technology which will take time or emulation by the use of newer, faster 
hardware to leverage the software. 

ttulvances.in the hardware area clearly surpass our software technology. It is probably 
tfairCto.assume that if we are going to achieve reasonable life-cycle costs, we must im­
lprove:01ll" softwaretecbnology in the ADAPTER area. 

. /. 

'.Sim1l3.i: ~to thEr.ADAPTER Situation, microelectronics technology has improved the 
IWWp.erformance of our COl\IPUTERS and their Peripherals including main Memory. 
sH~~~er, 'most "fourth-generationll machines are basically tlemulators" in a sense 
}thatca.:USER can pTogr.ess toa better cost/performance COMPUTER without e:-."tensive 
changes to his software library. Hence, the functional limitations in the software 

'Jir.chitecture carries forward.. . ....•. 
baS1C::u.:.y :::.· ... ,~c· .,~~',- .. _"::~' .. ::: :.. ___ , 
R£a~eve true COMPUTER networking, we must restructure the software in such a 
tinaimer that we c:m interface and apply common Control Procedures. The capability 
cta:connect.. CO!-tlPUTER resources from a hardware sellse exists today - we merely 

'. meed.to decide whether we insert some of the necessary procedural functions within a . 
COMPUTER's software or its ADAPTER. 

If the C:3':::::-. (.'0.:.::' .. _'-:- ~ . ..:: ::',-:. - -. 

rEach' existing Operating Systcm and its support software, such as "Access Methods",. 
limits truc, reliable ncr.vorking. These limits occur in such areas as procedural in­
"compatibilities, address r:mgc limit, queuing ·limit :md processor time available limit. 
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= 
Clear functional separation of network interface, supervision, and control is needed 
fnthe future to allow evolution of network technology. The Programmer/USER is 
then only concerned with an Address and Content for an inquiry, message, job, etc. 
The COMPUTER Network handles timely delivery to whatever computing resource 
will accept his task and his Address. 

Figure;; 13 highlights our situation today with COMPUTERS. 

- WlIIUEmm: 1WE AlRUE 'lI'<IDlIDA JY 'mI1I'mI lIDlEWlIClES 

AgaiIi,_ similar to the ADAPTERS and COMPUTERS situations, microelectronics ap­
plied to micro- and mini-computer architectures has opened up new DEVICE capabil­
ities.The greatest advance we can make in this area is in the area of common Data 
Communications Procedures so that a DEVICE can effectively connect to any Computer 
Network~ r"'- . 

-Until we are able to fully agre~ on a fundamental Procedure for DEVICE and Link Con­
trol, we y;ill. probably be faced with a wide range of Procedures (Protocols) through 
the 1970's, which will certainly keep the ADAPTER Market active. Figure 14 summar­
.!zes the problems with DEVICES of today. 

. -

The USERS of today generally are dealing with Centralized or TREE-structured COl\!-
PUTER NetWorks which, in some cases, are geographically distributed but not neces­
sarily interconnected in a true resource-sharing manner. An ARPA-type Network ap­
proaches the CO:MPUTER Ne~work concept. 

The trend appears to be toward centralization of resources in many environments to 
basically reduce Management Staff, Support Staff, Channel, and Redundant Computing 
Resource costs. However, there are those situations where we might centralize par­
ticular communities of interest to g:ti.n economies, but we must interconnect with other 
communities of interest to achieve total economics. To answer the latter, the USER 
must address COMPUTER Networking. 

If the USER community can solve the Security issue, we could then share our computer 
power, or have access to power, whenever we needed it. As an example, shift work 

-.overload to a Service Bureau at peak ,vork-Joad situations rather than have excess mar­
gin (costly) on standby. Figure 15 highlights the Centralized versus the Decentralized 
arguments. 
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• SOFTWARE 

WHERE ARE WE TODAY 

COMPUTERS 
I 

• MULTIPROGRAMMING CAPABILITY 
• NETWORK AND COMMUNICATIONS SUPERVISION TIGHTLY 

COUPLED WITH ACCESS METHOD AND APPLICATIONS 
. '. PROGRAMMING 

• LlMlTED NETWORK DEFINITION LANGUAGE 

• EXTENSIVE USE OF ASSEMBLY LANGUAGE 

• OfF-LINE-ORIENTED 
.• AUTOMATIC RESTART 

• RECOVERY 
• LIMITED USE OF HIGH LEVEL IMPLEMENTATION LANGUAGE 

• EXPENSIVE TO IMPLEMENT/SUPPORT . 
•• REQUIRES CONTINUED EVOLUTION/MAINTENANCE 

• FLEXIBLE '. 
• LIMITED FEATURES FOR INCREASING AVAILABILITY 

• MTBF 

• ~TTR 

.• HARDWARE 

• INCREASED SPEED 

• LOWER COST STORAGE 
• . HIGHER RELIABILITY 

• LOWER LIFE CYCLE COST 

FIGURE 13. 
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• I 

WHERE ARE WE TODAY 
• 

USER 
I 

• DECENTRALIZED COMPUTING RESOURCES . . 

• INHERITED BY BUSINESS 
• OVERLAPPING DATA COMMUNICATIONS NETVVORKS 

• REDUNDANT HARDWARE 
-- . 
• UNDERUTILIZED RESOURCES, NOT EASY TO SHARE 

• DIFFERENT SOFTWARE TO SUPPORT 

• DIFFICULT TO EFFECTIVELY MANAGE 

.• REDUNDANT STAFF 

• NO UNIFORMITY 
• OPERATIONAL PROCEDURES 

• SECURITY PROCEDURES 

• DISASTER PROTECTION 

• CENTRALIZATION OF COMPUTING RESOURCES 

• LESS STAFF 

• 
• 
• •• 
• 
• 
• 
• 
_e 

CENTRAL MANAGEMENT AND SUPPORT 

UNIFORM SYSTEM BY EDICT 

CAPACITY LIMITED PERHAPS 

REQUIRES LONG-HAUL ACCESS CHANNELS 

NO REDUNDANCY OF HARDWARE 

IMPROVED UTILIZATION 

MAY HAVE DIFFERENT SOFlWARE TO SUPPORT 

LARGE ,DATA BASE TO MANAGE 

NO DISASTER PROTECTION 

FIGURE 15. 
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.,Hence, the USER today must strive for data communication commonality in the future 
_to.achieve the ability to truly resource-share. However, he must recognize the ev­
-olution period and the time required to achieve adequate commonality - or, the point 
'~s. ~ "Standard Link Control" Procedures is only a small part of the overall problem 
-we face • 

.... . 

. The fundamental problem we must solve - to achieve true Computer Networlting, as 
=presented in this paper - is to achieve commonality of Communications Procedures. 
To achieve this commonality, we are basically addressing sofuvare technology. The 
.hardware to accomplish the task exists today. 
,.j, ... --

. 
JJther problems which we must address are procedural flexibility, education, and sep-
'aration of functions. ~./ 
C:.: .. ~.- __ 

'"Procedural flexibility allows one to adjust to procedure evolution, which we Im.ow is 
.going to .occur over quite a period of time. 

'~Education improves our ability to track the evolution in an orderly manner. ''Unpleas­
:~t· Surprises It are minimized • .... ,.... ... 
. . 
)ii~rr~lated with the education process is the decision-making process. There are 
)i:l~y' failures - at great expense - we can look at in the networking process because 
~sQ~ebody would not make a firm decision during the specification, planning and im­
~~e~entation phases. All too often we prepare !lloose asa goose" requirements doc­
"'Urilents. However, will we penalize the implementor because he did not do the job? 
2.bl~~· '_. - __ . _. _."__ . __ "._ 

'lFinillY;'lt should be kept in mind that Computer Network flexibility and grO\vth can · 
'& :easily achieved if we can clearly identify and control independent ftmctions, i. e., 
ti:"~hlUige·in one function does not alter a change in another. A careful delineation be­
"p'ye~n storage and retrieval, processing, and communications ftmctions 'will enhance 
.~~iir ·abilities to achieve the necessary independencies for orderly grO\vth and adjust­
~ment to' environmental (Procedural) changes. Figure 16 highlights these points. 
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PROBLEMS TO SOLVE 

• .. COMMON COMMUNICATIONS PROCEDURES MUST EVOLVE 

• ALLOW BROADER CONNECT ABILITY 

• MAKE MORE EFFECTIVE USE OF BANDWIDTH 
• BIT-ORIENTED PROTOCOL 

• EFFECTIVE DATA INTERMIX 

..• IMPROVED CONNECT TIME 

• IMPROVE MESSAGE INTEGRITY 
.• IMPROVE SECURITY MEASURES 

• NEEDED TO AllOW RESOURCE SHARING 

• MORE ATTENTION TO DEVICE SELECTION AND ITS PROTOCOL 

NEEDS 

.• REDUCE QUANTITY - COSTLY TO SUPPORT 

• IMPROVE QUALITY - MORE EFFECTIVE USE 

• MAINTAIN FLEXIBILITY FOR PROCEDURAL CHANGES 

• IMPROVED TRAINING AND DECISION MAKING PROCESS 

• •• 
USER NEEDS AND CHANGES 

TECHNdLOGICAL CHANGES 

• BETTER PLANNING FOR ACHIEVING FUNCTIONAL INDEPENDENCY, 

..• DATA BASE MANAGEMENT 

• DATA PROCESSING 

• COMMUNICATIONS MANAGEMENT"" 

• EACH CAN GROW, ADAPT WITHOUT AFFECTING OTHER 

FIGURE 16. 
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Figure 17 summarizes some trends as envisioned today. The significant cost item 
is suggested to be in the software development area. Until we are able to reduce 
programming to a science - by addressing fundamental needs and changes to them -
we will continue to spend monies at an eveor-increasing rate, both in construction and 
maintenance of software, to achieve Computer Networldng. 

$ 

The Network Architecture Control Data is employing is not revolutionary, but evolu­
tionary. It was established to form a foundation to basically address independency of 
functions and the status and evolution of Common Data Communications Control Pro­
cedures today. We must also recognize and constrain our evolution with tIle Installed 
Base in mind while recognizing the opportunities in new Market areas. 

The current strategies point to three Operating Systems for our CYBER Product Line, 
with two of these evolving into one. The objective here is to reduce the cost to imple­
ment and maintain multiple Operating Systems while achieving necessary perfonnance 
for the USER. To assure that the migration is accomplished in an orderly manner, we 
have established a common, single Nenvork Architecture at the outset. A separate 
paper describes this Architecture, but its characterist,ics address the fundamental prob­
lems that we must address - namely - separation of Data Communications or Network 
Management and Control Fvnctions, the ability to add End-toEnd Assurance Procedures, 
accommodate a ;,vide range of Protocols until we are able to achieve commonality, the 
ability to Resource-Share, and the ability to construct Distributive-Resource Nenvorks. 
To assure that our implementation, support, and maintenance costs are minimized, 
1Ve are employing high-level Implementation Languages. Experience thus far indicates 
that it works and significantly reduces codel de bug/ change times. 

The application of microelectronics technology has shown us that we can improve re­
liability, reduce cost, and improve performance. A recent delivery illustrates progress. 
A Computer System, including Network ADAPTERS, was delivered and accepted \vithin 
an lS-day time-span. 

We also participate in the ADAPTER Marketplace with Message Switchers, Concentra­
tors, and Front-End equipments; It is clear that if we are to lever the costly element 
called software, \ve will be "emulating" with hardware which employs newer, lower-
cost. and reliable microcircuits. . 
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TRENDS 

• CHANNELS 

• MORE BANDWIDTH, LOWER ERROR RATE 

• LOWER COST 
• GREATER PROPAGATION DELAY THAN TERRESTRIAL 

• SWITCHES 

• • CONVERSION TO ELECTRONICS 

• SLOW EVOLUTION 
• IMPROVED CONNECT TIMES 

• MORE CHANNELS 

• ADAPTERS 

• SIGNIFICANT REDUCTION IN HARDWARE COSTS 

• MODEMS (NOW LOW AS SO.125/B1T) 

. • MULTIPLEXERS 

•• CONCENTRATORS 

• FRONT ENDS 
• PACKET SWITCHERS 

• CHANNEL ADAPTERS 
• NO SlqNIFICANT REDUCTIONS IN SOFTWARE IMPLEMENTATION 

AND SUPPORT 

• MESSAGE SWITCHERS 

• PACKET SWITCHERS 

• NETWORK MANAGERS 

. FIGURE 17. 

28 



TRENDS (CONT1NUED) 

•. COMPUTERS 

• SOFTWARE 
• USE OF HIGH LEVEL IMPLEMENTATION LANGUAGE 

• USE OF BETTER DISCIPLINES 

.•... HARDWARE 

• IMPROVED RELIABILITY 

• LONGER LI FE CYCLE 

• MORE WORK SPACE 

.• DEVICES 

• IMPROVED FLEXIBILITY FOR PROCEDURAL CHANGES 

• INTEGRAL MODEMS (POWER SHARING) 

• IMPROVED RELIABILITY 

• PROCEDURES 

• INTEGRATION TO BIT-ORIENTED PROCEDURES FOR 
; . LINK CONTROL 

r·o FORCED BY NEED TO USE BANDWIDTH 
. • TOLERATE PROPAGATION DELAYS . 

• IMPROVE DEVICE CONTROL FLEXIBILITY 

• 

FIGURE 17. (Continued) 
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~ .. . . 
AD. application of the Network Architecture and its viability in a geographically-dis­
persed, computer-resource configuration is illustrated in Figure 18. The Network 
"Fw:tctions needed to implement this Computer Network are' shown in Figure 19. 

The Network consists of multi vendor "Host" COMPUTERS which must interconnect 
with multivendor DEVICES via a Common Communications Network. 

To adapt to the multivendor COMPUTERS, ADAPTERS (called Couplers and 1IPCC) 
are employed to interface with common, local Switch ADAPTERS called Local Network 
Processors (LNP's). The LNP's connect to other L~"P's or RNP's (Remote Network 
Processors) to transport data with a Common Link Control Procedure throughout the 
Communications Network channels. All LNP's and RNP's are managed by the r-.TET­
,WORK MANAGER which resides in a Host Computer dedicated to Network Manage­
ment and Support in this special case. 

. " 

The nmctions which logically vary by application are the Coupler ADAPTERS and the 
"Line/Terminal Interface" fuhctions residing in the LNP's and RNP's. Note that all 
RNP's and LNP's are logically identical except when they are connected to a Communi­
cations CHANNEL, DEVICE, or a CO;'lPUTER,or the RNP's and LNP's only vary in 
space needs (l\lemory) and Line/Terminal (DEVICE) Interface functions. Space needs 
are dictated by size of the overall Computer Network and Throughput needs. 

Bit-oriented Link Control Procedures are employed between the RNP's and L~Pts to 
• effectively employ bandwidth and adjust to CHA.!.'rnEL characteristic changes, and 

Packet Switch technology i~ used to better match Computer Channel to Communication 
C'nannel error characteristics. This technology is common for all applications. 

,~ . 
Analysis and Design thus far indicate that the Architecture is sound and that we will be 
continually adjusting Procedures to match Communications Control Procedure evolution. 

Computer Networking with the ability to share Computing Resources cm be achieved 
in an economical manner by the establishment of Common Data. Communications Control 
Procedures. Charmel Interface, Channel Control, and Link Control Procedures are not 
sufficient. We must complete Deviee Control, l\Iessage Control and End-to-End Control 

, Procedures to achieve effective utilization. 
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The hardware to achieve this end result exists today. CluUmels to trartsport ·da.ta. 
and infonnation exist today, are questionably decreasing in cost, and are expanding 
in bandwidth • 

. It then appears that if we are to achieve our goal for true "Computer Networking", we 
need a sound Hardware/Soft,vare Architecture - which can evolve with the necessary 
changes - in order to effectively communicate. Clear separation of functions, coupled 
with flexibility to accommodate evolution; is a necessity. Since the hardware technol­
ogy exists today, it is evident that we will continue to see a significant future for Soft­
ware EIloaineers. 

It is felt that Control Data's Network Architecture addresses the Evolution envisioned -
and application of this Architecture in a multivendor/multiuser environment appears to 
add viability to this Architecture. 
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}NTRODUC TION 

BIT ORIENTED 

CO MOM UN I CAT ION CON Tn 0 L 

PROTOCOLS 

A USERS PERSP~CTIVE 

James W. Co'nard 
Control Data Corporation 

The world of data. communications is simmering with new activity 0 Trade magazines, 
seminars, and standards groups are humming with new acronyms: SDLC, ADCCP, ' 
HDLC, CDCCP. In the development labs of corporations, engineers and programmars 
are struggling with flags, bit-stuffing, commands, and responses. Among the users 
of data conuntmications an internal and widespread interest is being generated. Users 
are asking: What is the cause of all this activity? What does it mean to me? How will 
it impaqt my requiremen1:.,s? - ' 

\ T"::'l':C_~ -,' 

The cause of this activity 'is the rapid maturity of a different approach to data link control 
protocols. Setting aside all of the acronyms for the moment, we refer to this approach 
generically as bit oriented link control protocols . . 
We'll review this new approach beginning \vith an overview of bit oriented protocols. 
We'll continue with a discussion of the evolution of the new technique. From there weIll 
delve into the technical aspects and conclude with a summary of Control Data's activity 

. and goals as they relate to the new protocol. 

AN OVERVIEW OF BIT ORIENTED PROTOCOLS 
, ' , E ~.: _ .,:,~. ~. ., , 

A data link control protocol is a set of very specific rules under which data is exchanged 
between business machines via a communications circuit. The business machines may 
be tcrmin..1.ls, concentrators, message switches, or computers, in any mbe A link 
protocol typically defines i.'1itialization of an est.'lblishc,d link, control of normal data 
Interchangc, termination of the link, a..'1d perhaps most important to thc user, abnormal 
condition recovery teclmiques which serve to assure message integrity. 

Strictly speaking, the term link control excludes other levels within the communications 
. procedure hierarchy (F igure 1). One of the obj ectives of the new protocol was. in fact, 
to clearly dclineate the interface between link control and higher levels such as device 
and message control. The characteristics of these levels, do however, impact on. link 
l~vcl contr~l. The prudent system designer, keeps a wary eye on ~eir requirements. 
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END TO END INTERFACE 
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BIT OHIENTED COT\lMUNICATION 
CONTHOL PHOTOCOLS . 
A USEHS PERSPECTIVE 

Link control protocols have traditionally bcen character-oriented. They utilizcd, either 
singularly or in scquenee, defined character structures from a given code set to convey 
supervisory information. Even though character oriented protocols represent the vast 
majority of protocols in usc today, it has long been recognized that they suffer from 

. ma.ny deficiencies. Among these are: 

1. The necessity to distinguish between data and control characters withi..'l a code 
set places a burden on hardware and software implementation. 

2. The assignment of cp.aracters for link control subtracts from the combinations 
otherwise avaiL.1.ble for information transfer. "-~ . 

3. "The character orientation meant that they were not naturally transparent to 
the structure or encoding of the te:;.,.1;. 

4. Transparency could only be achieved by invoking complicated eieape techniques 
and at the e:x.-pense of incompatibility with non-transparent protocols. 

5." The mhiure of message control, device control, and link control forced a 
significant amount of processiIlg at a low functional level and blurred the interface 
between these logically independent functions. 

6. Error checking is usually done only on the text thus c:-..-posing supervisory 
sequences to undetected errors which complicate error recovery. 

'I. The inherent two way alternate nature of these protocols do not economically 
utilize full duplex facilities. 

8. The rigid structure of character oriented protocols lack flexibility and 
~xparidability . 

" . 
Bit oriented protocols are an outgrowth of attempts to overcome these deficiencies. 
The inherent characteristics of the new protocol, which \vhen properly applied, over­
come the disadvantlges of- character protocols include: 

1. Bit orient2 .. tion. They utilize positionally located control fields rather than 
code set eombi.nations for link control. " 

2. Code independence. The use of framing flags and control fields divorces link 
control totally from the pattern or code structure of the inforrro.tion contcnt. 
Thus bit oriented protocols are inherently transparent. 

3. Reliability. The usc of one standard format for all information and" supervisory 
trn?smission permits error checkiI!g of control as well as te:>..-t information. 

4. Flexibility. Bit oriented protocols permit implementation in a variety of 
applications using a variety of communication facilities without modification of 
basic link control procedures. . 

;..s;.. 
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5. EITicicnc·y. The tcchniqucs applicd arc designed to eke full advantage of 
full duplex facilities while retaining the ability to operate efficiently on half 
duplex facilitics where desired. 

6. Hierarchical Independence. Bit oriented protocols separate the functions 
of link control from those of device and message control. 

Bit oriented protocols combine these characteristics to provide greater utilization of 
facUities th..1n is possible with the older character oriented methods. Their application 
pennits the user to more fully achieve the benefits of his data communication system. 

While reviewing what the bit oriented protocols are, it is equally important to consider 
what they are not. The new protocols are not the total solution to the communications 
problem. They are only a link level control mechanism and thus are concerned solely 
with the transfer of data at that level. They are not; a network protocol. They do not 
control Ll).e flow of information between users in a multi nodal nehvork. They can, 
however, be applied between nodes or between a node and a user. Any necessary end­
to-end controls must be imbedded in the bit oriented frame as information. 

EVOLUTION OR REVOLUTION 

It is natural for the user to ask: Do the new bit oriented protocols represent an evolu­
tionary or revolutionary departure from the older approaches? The answer may be 
found in a brief review of the evolution ofrlam commU11ications protocols. 

Data link control protocols are as old as data communications. Over the years these 
protocols have been evolving typically to fulfill the requirements of a particular applica­
tion. Early systems, using Baudot Code, had no inherent link control capability. They 
relied totally on sequences of data characters to implement supervisory ftmctions. The 
advent of other character sets led to protocols using controls derived from these sets. 
Each manufacturer developed protocols reflecting the needs of his product line and < • 

,usually optimized for a specific implementation. 

Control Data and IBl\I, to cite two examples, have each dev-cloped Cot least three protocols 
which achieved fairly widespread application. Control Data developed Mode II, l\Iode IV t 
and E:h-port 0 each with different charr~cteristics and areas of applic~ion. IBl\I did the 
same with GPD, STU, and BSC. Other IT..anuiacturers and user's groaps also constructed 
protocols to meet their unique requirements. All of these various protocols were char­
acter oriented in approach and generally incompatible with each other. 

standards organiz:ttions here and abroad, especially ANSI, ISO, and ECMA, recognized 
the problem ::md struggled to resolve the incompatibilities. For lack of standardization, 
the protocols developed by the larger domL'1ant manufaci11rers tended to fill the vacuum 
by becoming, in effect, de facto standards .. This has certainly been the case with ID1Ps 
BSC developed in the 1.1.te 19GO's. . 
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The st.1.ndards organizations finally reached agreement with the publication in 1971 of 
ANSI's X3. 28 on the use of ASCII control characters for informa.tion interchange and 
isots R1715 Basic l\Iode Control Procedures. It is worthy of note, however, that even 
before puhlication of these standards both bodies were already at work on bit oriented 
protocols. TIlis v,':lS the result of recognition of deficiencies in character oriented 
protocols tha.t surfaced during the standardization process, and as a result of on-line 
experience with these protocols. 

In late 19G9, ANSI and ISO began formal work leading toward the development of bit 
oriented stal1Clards. Other groups such as lATA, ICAO, and ECl\lA also initiated stu.dy 
efforts as did the various manuiactl.trers. TIlese efforts reached fruition and caught the 
attention of users in mid 1973 with the aml0tU1Cement by IBI\I of their bit oriented proto­
col1010wn as Sjmchronous Data Link Control (SDLC). ANSI followed in early 1974 with 
!he first draft of Advanced Data Commun!c:_~!ion Cont!_oJJ?!,_Q~~q~~<3._sJ!\l:tqcPr. - 150---­
also began to tormuEte their High Uvel Data Link Control Procedures (lIDLC). 

This brief review demonsh'ates that the ''new'' approach to link control, the bit oriented 
protocol, represents no more tr..a.l1 a natural and cvolutionury milestone in the eontint!ed 
effort to improve data communications. It is, perhaps, reyolutionary in the sense that 
a large degree of standardization is being achieved before widespread implementatiol1. 

TODAY A1\TJ) TOl\tORRO\V 

After having traced the evolution of bit oriented protocols, it is appropriate to review the 
present "s1:.1.te of the protocol" and to attempt to assess the probable future impact of 
this approach. . 

The present status of bit oriented protocols may be charncterized as rapidly approaching 
maturity. Looking at the progress of the standards activity first we see that ANSI X3S34. 
whieh bears the responsibility for data communication protocol procedures, has completed 
the fourth draft of ADCCP. This group is now working on the definition of some ne\1/ . 
commands and responses \vhich ha've recently l)een added, completing work on classes 
of procedures, firming up recovery procedures, and cleaning up open items ~U1d editorial 
changes. It is anticipated that the final draft should be ready for ballot within a year. 
CDC is a very active member of this t::tsk grot:.p as well as its parent body X3S3, which 
covers data. communications. 

ISO, the International St.1.ndards Organization and more specifically ISO/TC97/SCG, 
has chosen to divide the IIDLC standard into three or more standards. The frame 
structure standard, DIS 3309.2 has been approved and, following some editorial changcs, 
should be released soon. The clements of procedure sUt.ndard, DP ·13~5 has been 
approved at the subcommitice level and has been sent to the next level fur balloting. 
Approval is expected Witllin a year. Some changes are being proposed by the US and most 
should be adopted. ISO has elected to stlndardize c11.sses of procedure as separate docu­
ments. Five of these were formulated at a recent ISO meeting and were released for 
ballot at tile subcommittee level. CDC also partiCipates in tllis activity and was a member 
of the US delegation at the recent TC97/SCG meeting in Washing1:on. 

, . 
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While the si.· .. mdards arc riot binding, they will exert strong influence on the industry. 
They will provide guidelines that will point future software and hardware development 
In ilie same direction. 

ManuL'lcturers, meanwhile, are busy developing and announcing their own bit oriented 
protocols. 'ID1\I has their SDLC, Burroughs their 13DLC, NCR has BOLD, and CDC has 
CDCCP. The best information availible indicates that all of these protocols are close 
to complete subsets of ADCCP. Some manufacturers have also announced products 
fncludb1g bit oriented protocol packages. Some of these are operational in limited 
applications. 

The federal government is also in the process of preparing standards for publication 
as FIPS. These are also ADCCP compatible. EC1\1A and CCITT are expected to 
publish standardf:> compatible with !IDLC. 

Although not yet fully mature, bit oriented protocols C8..n be expected to]lave a major 
impact on data commlmications over the ne;.,.'t five years. A primary rcason for this 
Is the impetus provided by ]J3::\!. SDLC is e;.,."[)ccted to be the only bit oriented protocol 
that ill!,,! will support. This will require man1.1.fachlrers of termbmls and processors, 
as well ;:t,s software suppliers, \vho hope to interface IB!vI equipment to adopt SDLC 
which i;5 a subset of ADCCP. 

Another impetus toward adoption is that for, perhaps the first time, a broad base of 
standardization exists before widespread implement..'ltion begins. This fact has been 
recognized by IC manu.fachu·ers who are now developing chips to lmndle perhaps 80% 
of the bit oriented protocol ftmction. . 

TECHNICA LOVER VIE\V 

All of the bit oriented protocols being considered for implementation at this time may 
be characterized as be ing comprised of three maj or constituent parts. These arc: ' 
the frame structure; the elements of procedure; and the classes of procedure. 

Frame Structure 

The frame structure provides a common structure for all supervisory and inforrr...ation 
transfers in the bit oriented protocols. The frame structure governs the structure, 
formatting, and'significaJ1ce cf the various fields L"1 the frame as well as the frame 
delimiting flags and frame check sequences. The following para.graphs provide a 
broad overview of the technical aspects of the frame structure. 

-6-
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A frame is a scqu(:ncc of conti6'UOUS bits botmdcd by and including opcning and closing 
flag scqucnccs. A valid framc is a mi.nimum of 48 bi.ts in lcngth and must confonn 
to the following sh-ucturc (Figurc 2): 

F, A, C,. I, FCS, F 

where 

F= Flag Sequcnce 

A= Address Field 

C=: Control Field 

1= Information Field 

FCS= Flag Check Sequence 

Frames containing only link control scquences form a special case \vhere no I field 
is present. . 

Flag Sequence (F) 

All frames open and clo.sc~ with the flag sequence. This sequence has the binary con­
figura,tion 01111110, that is, a zero bit followed by six one bits, followed by a zero bit. 

The opening flag serves as a position reference for the address, and control fields and 
initiates transmission error checking. The closing flag serves as a position reference 
for the flag check sequence. 

Transmitters inust send only complete eight-bit flags. All receivers attached to the . 
data link must search continuously, on a bit-by-bit baSiS, for the flag sequence. TIlus, 
the flag sequence provides frame synchronization. 

An F may be followed by a frame, another F, or an idle line. An F which closes a 
frame may also be used as the opening F on a following frame. /Any number of F' s 
may be transmitted between frames. . 

Since the F sequence brackets and synchronizes the frame, it must be prevented from 
occurring in any field of the frame. This is accomplished by the zero insertion tcclmiquc 
described below. . 

Each transmitter must insert a zero bit following five contiguous one bits anywhere 
. betwecn thc opcning and closing flag scqucnces. The insertion of the zero bit thus 

applies to thc addrcss, control, information, and FCS fields and effectively prevents 
the fortuitous tr;:msmission of the F sequence 01111110. 

-7-
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Each receiver after detecting the opening flag (start of frame) continuously monitors 
the received bit stream and removes any zero bit which follows a succession of five 
contiguous one bits. Note that zero insertion at the transmitter follows the computation 
of FCS and that zero deletion at the receiver precedes the FCS check process. 

Address Field (A) 

The address field (A) immedhtely follows the opening flag of a frame and precedes the 
control field. TIlis field always contains the address of the secondary station. The 
primary sbtion is never identified. The address field is N octets in length where N ~ 1. 
The contents of the field may be a single, group, or global address. 

Two addressing modes arc defined for the secondary station link address field. These 
are the basic and extended modes described below. For a specific link the maximum 
number of octets must be e}.."Plicitly defined. 

. . 
In the basic mode, the secondary link address field cont.'lins one address, which may 
be a single, group, or global secondary address. In this mode, address extension is 
not pennitted. All 256 combinations arc available for addresses. This basic mode 
field consists of one eight bit octet "ith L"'1e format illustrated. in Figure 3. 

In the extended mode, the secondary link address field is a sequence of octets which 
comprise a single secondary address. The least significant bit is used as an e}..iension 
indicator. \\'11en this bit is zero, the following octet is an e::-..'iension of the address 
field. The address field is terminated by ari octet having a one in bit position one (least 
Significant bit). TInts the address fieJd is recursively extendable. The format of the 
extended address field is also illustrated in Figure 3. 

Each secondary station on a data link must be capable of recognizing a group or global 
address which. is contained in one unextcnded octet even when ehiended mode is norlpally 
used. 

Two or more secondaries :may be required to recognize the same group or global address. 
Each secondary, however, responds with its individual addre S5 • 

Control Field (C) / 
l 

The control field (C) is located immediately following the address field and preceding" the 
information field in the frame structure. The control field is used to convey commands, 
responses, and sequence munbcrs necessary to control the dab link. 

'There are two modes defined for the control field. These are the basic and e::\.1;ended 
modes described in the following paragraphs. For a given link the mode must be 
specifically identified. 

-9-
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The rosic control field consists of a single 8 bit octet. This field is structured into 
one of threc roi-mats. These arc the information h'ansfcr forrn.at used by primary 
and seconda.ry stations to transfer infonnation, the supervisory format uscd to convey 
link supervisory dat..1., .md the Ulmumbered format used to provide additional primary 
and secondary link control nrnctions.· . . ' 

In addition, each format includes a format identifier and a poll/final bit. ,The poll/final 
hit serves as tile scnd/receive control. A poll (P) bit is sent only by a primary and 
Is used to authorize secondary transmission. The final (F) bit is used only by a 
secondary in response to a P bit. Only one P bit is outstanding, i. e., unanswered by 
an F bit, on a data link. 

Figure 4 illustrates the basic mode control field. 

The basic mode control field provides for a modulus 8 sequence eount. __ ..Qn long propa­
gation delay links, e. g., satellite links, it may be necessary to extend the sequence 

. nwnber modulus. The extended mode control field provides this capability. 

The control field is e}..i:ended by the addition of a second contiguous octet immediately 
following the basic field. This e::\.i;ension increases the modulus count to 128. The 
three formats for an e:hi:cnded mode control field are also.illustrated in Figure 4. 

Information Field (1) 

A frame· exists as a vehicle for transporting the data contained in the information field 
(1). The data link control is completely transparent to the contents of the I field. The 
I.!i~ld may, therefore, consist of any number of bits, in any code, related to character 

. 'structure or not. The I field is unrestricted as to length but it should be recognized 
. that typical length is contingent on system requirements and limitations beyond the 

link level. Factors limiting I field length may include channel error characteristics, 
station buffer sizes, and ilie logical properties of the data. . • 

The occurrence of a flag or abort sequence within the I field is prevented by the zero 
Jnsertion technique described previously. 

/ 
1 fields are normally included in' every frame h::tving a C field w'ith an information trans­
fer fonnat. These information transfer frames are the only ones which arc sequence 

. numbered. An 'information field with a. length of zero is specifica.lly permitted. 

Provisions are also made for an I field in an unnumbered C field format. Such frames . 
. are not protccted by sequence checking. 

11 



Format~ 
• 

1 2' 3 4 5 6 '7 8 Control F IcId nits 

In{'orm:lUon Transfqr 0 N (S) PF N (TI) 

supervisory 1 0 S S PF N(R) 

. 
Unnumbered 1 1 1\1 M PF ~I ~I 11 

where: t First Bit Transmitted 

N (S) = Send Sequence Count 

N (R) == Receive Sequence Count 

S = Slpervisory Function Bits 

. M = Modifier Bits 

PF = Poll Final Bit 

a) BASIC M:DDE CONTROL FIELD 

• 

123 4 5 6 7 8 123 456 7 8 

In!ormation Transfer 0 N (S) PF N (R) 

&1pcrvisory . 1 0 S S X'X X X PF N (R) 

Unnumbered 1 1 :M M X X X X PF ~1 !vIM X X X X 

First Bit Transmitted 

where X bits are reserved and set to o. 

b)' EXTE~TJ)ED ~IODE CONTROL FIELD 

FIGURE 4. CONTROL FIELD FORMAT 
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Frame Check Sequence (FCS) 

Each frame includes a 16 bit frame check sequence (FCS) immediately following the I 
field (or the C field if there is no I field) and preceding the closing flag. The FCS field 
serves to detect crrors induced by the transmission link and.validate transmission 
accuracy. The 16 bits result from a mathema.tical computation on the digital value of 
all binary bits (excluding inserted zeros) in the frame including the address, control 
and information fields. 

The process is Imown as cyclic redundancy checking using a generator polynomial of 
X16 +X12 + X5 + 1. The transmitter's IG bit remainder value is initialized to ~ll ones 
before a frame is transmitted. The binary value of the transmission is premultiplied 
by X16 and then divided by the generator polynomial. Integer quotient values are 
ignored and the transmitter sends the complement of the resulting remainder value, 
high order bit first, as the FCS field. 

The receiver will discard a frame in error and will not advance the receive sequence 
count thus causing a retransmission of the errored block. 

Elements of Procedure 

The clements of procedure' comprise the building blocks of a bit oriented protocol. All 
elements employ the common frame structure discussed previously. Elements of 
procedure include operational modes, commands, and responses. Using these conunon 
elements, various classes of procedure which meet the requirements of various 

. application situations can be constructed. The paragraphs which follow summarize 
the various elements and their characteristics. 

Qperational 1\Iooes 

• 
Bit oriented protocols define two primary operational modes. These are the Normal 
Response Mode (:0.TRM) and the Asynchronous Response i\Iode (ARliI). 

NRM is an operatioml mode in which a Secondary station may initiate transmission 
only as the result of receiving c}"'Plicit permission to do so from the Prhnary station . 

.. E>.-plicit permission is defined as transmission by the Primary of a command frame 
with the Poll bit set to 1. After receiving permiSSion, the Secondary initiates a response 

. transmission. The response transmission may consist of one or more conti~ous frames. 
The l'lst frame of the transmission \vili be e~'Plicitly indicated by the Secondary by means 
of a Final bit set to 1. Foliovling tra..""1smission of the last frame, the Secondary will 
stop transmitting tmtil e}"-plicit permiSSion is again received from the Primary. 
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ARM is an operational mode in which a Secondary may initiate transmission without 
receiving e::-..-plicit permission from the Primary. Such an asynchronous tr::msmission 
In.'1.y cont..1.in sin~le or multiple frames and is used for i;uormation field transfer and/ 
or st.1.tus chL1l1ges in the Secondary. Examples of status ch.1.nges arc the number of 
the ne:hi e::-..-pectcd frame, change from a'ready to a busy condition or vice versa, or 
establishment of all cxception condition. 

In ARM, a Secondary will trnnsmit a frame with a Final bit set to 1 only in response 
to a received command frame with the Poll bit set to 1. Additional response frames 
may be transmitted following the frame which has the Final bit set to 1. 

Trclllsmission Formats . 
Three control field formats are used perform information transfer, basic supervisory 
control f1.lllCtions, and special or infrequent control functions. ~/ 

The Information (I) format is used to perform an information transfer. It is the only 
format ,v11ich may contain an information field. The functions of sequence counts and 
poll/final bit are independent, that is, each frame has a transmit send sequence count: 
the receive sequence count ITI2.y or 1ruly not acknowledge additional frames at the 
receiving station, and the P/F bit mayor may not be set to 1. 

The &lpervisory (S) format is used to perform link supervisory control functions such 
as to acknowledge information frames, to request retransmission of information frames, 
or to indicate temporary inter:ruption of receive capability. 

The Unnumbered (U) format is used to provide additional Primary and Secondary link 
control f1.ll1ctions. This format conbins no sequence numbers. As a result, 5 modifier 
bit positions are availible which a11O\'1 definition of up to 32 additional supervisory 
-functions. 

Transmission Parameters 

The parameters associated with thEl three transmission formats are described in the 
following paragraphs. / 

I 

Each information frame is sequenthlly numbered and may h.:lve the value 0 through 
modulus minus 1 (where modulus is the modulus of t~.J sequence numbers) . Modulus 
equa.ls 8 for the u!1extcnded control field, and the sec> .. :lce numbers cycle throu~h the 
entire range. 

The maximum number of sequentially numbered informati'on fornut frames that the 
Primary or Secondary may have outstanding (Le., unacknowledged) at any given time 
may never exceed one less than the i\IODULUS of the sequence numbers. This restric­
tion is to prevent any ambiguity in the assocbtion of transmission frames with sequence 
numbers dul'il1~ norm.1.1 operation and/or error recovery action. 

• 0 • 
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Each station m::lintab1S a separate (independent) Send Sequencc Number N (S) and a 
Receive Scquence Number N (It) on the information frames it sends and receives . . .) 
Each Secondary si.2tion then m .. 'lint..1.ins an N (S) count on the information format frames 
It transmits to the Primary, and an N (TI) cmmt 011 the information forIlh.1..t frames it 
h..'lS correctly received [rom the Primary. In the same marmer, the Primary maintains 
separate N (S) and N (R) cmmts for information format frames sent to and received 
from each Secondary on the lillie . 

Poll/Final (P/F) Bit 

The Poll/FLl1a.l (P/F) bit serves a function in both command and response frames. In 
command frames, it is referred to as the P bit. In response frames, it is referred 
to as the F bit. In both cases, the bit is set to 1. 

The P bit is used by a Primary to solicit a response or sequence of responses from 
Secondaries. 

In l\lJlM, the P bit is set to 1 when the Primary desires to solicit information f:t:-a.mes 
from a Secondary or solicit supervisory or wmumbered responses from a Secondary. 
In }UrM, the Secondary caMet transmit tmtil a command frame with a P bit is reCeived. 
The Primary can solicit information frames by sending an inforIlh.'1tion frame with a 
P bit or by sending certain super'l.Tisory fr:llnes with a P bit. The Primary can also 
restrict the Secondary from transmitting information frames by sending a "receive 
not ready" supervisory frame with a P bit. 

In ARM, the P bit is not used to solicit information frames smce these can be trans­
mitted by the Secondary on an asynchronous basis. The P bit may, however, be used 
to solicit supervisory or tmnumbered responses. For example, if the Primary wants 
to get positive acknowledgment that a pn.rticular command was received, it may set 
the Pbit in the command. This will force a response from the Secondary. 

TheF bit is used only by a Secondary and only to respond to a P bit received from a 
Primary. 

In NRM, the Secondary is required to set the F bit to 1 m the last frame of its response 
which may consist of one or more frames. Following the transmission of a frame with 
the F bit set to 1, the Secondary must halt transmission until a command frame with 
a P bit set to 1 is reco ived. 

In ARM, the Secondary is required to transmit a response frame with the F bit set to 
1 in response to a P bit but is not required to halt transmission. The F bit shall be 
sent at the earliest opportunity as a ftU1etion of link configuration, L e., TWA or 1'\VS. 
Since additional frames may be transmitted by a Secondary m ARM following an F bit 
response, the F bit is not to be interpreted by the Primary as the end of transmission. 
It simply serves to finalize the response to the Primary comm...'lnd frame with the P 
bit set. . . ."" " .. ::'. ". . 
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Sincc P and F hits arc exch •. 'mged on a one for one basis and only one P bit can be out­
standing at a timc.:, the N (R) count of a frame cont..1.ining·a P or F bit set to 1 can be 
used to detect I frame sequence errors. This capability is referred to as checkpointing 
and can be used not only to detect frame sequence errors but to indicate the frame 
sequence number to begin retransmission. . 

Comnmnds and Responses 

The following paragraphs briefly describe each of the set of commands and responses 
used in each of the three transmission formats. Figure 5 summarizes these comma.nds 
and responses. 

The function of the Information Transfer command and response is to transfer sequen­
tially numbered frames containing an information field across a data lillie The I 

. command and response contr?l field is illustrated in Figure 6. 

Blt 1 of the I cont-rol field is. always zero and identifies this frame as an I frame. Bit 
5 is the. Poll/Final bit described previously. 

The Infonnation formn.t control field Cont:1.hlS two sequencenumbere. Bits 2, 3, and 
4 comprise N (S), the send sequence COtu1t \vhich indicates the sequence nurr.ber 

!. associated with thisinfc>);'mation frame. Bits 6,.7 , .. a:l.ld 8 comprise N (R), the receive 
sequence COtu1t which indicates the sequence number. of the ne}.i expected information 
fonnat frame to be received. The N (R) implicitly acknowledges correct receipt of 
information frames numbered up to N (R) -1. . . 

Supervisory format comm::L.'1ds and responses are used to perform basic link supervisory' 
control functions such as acknowledgment, polling, and error recovery. Frames with 
the supervisory form::tt do not contain an information field and therefore do no incre­
ment the sequence COtu1ts at either the transmitter or the receiver. The Supervisory 
command and response control-fields are illustrated 'in Firure 6. ___ .. " ... ,-.. ,_ ...•... _._...,._ .. , .••. __ ... ___ .. , ..•...• _ ....• :Ct •.. __ ....... __ ._.. . ............ - .. 

Bits 1 and 2 of the S control field identify the frame as an S Frame. Bit 5 is the Poll/ 
Final bit. 

Bits 6, 7, and 8 comprise the N (R), receive sequence count, which indicates the 
sequence number of the ne:-,.i e:-..-pectcd information format frame to be received. It 
also impliCitly acknowledges correct receipt of inform.1.tion frames numbered up to 
and including N (R) -1.' .. 

Bits 3 and 4 of the S control field define the supervisory function and are encoded as 
follows for both command and response frames: . 

. . 
Bit 3 4 . : £.,ommal1d/Rcsponse -. . -,. 

o 0 . ORR - Receive Ready . , . . . 
• "",w-'Cr-"-r~':":"--nEJ"'-'-= Rejc'ct .-.".,~.-<-., .. ------~ .. --

1 0 RNR - Receive Not Ready 
.. .. 
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rOHMAT COMMANDS ltESPONSES 

-
Infornutlon I - Inform:l.tlo!l I - Inform:l.tlon 

Rn - Receive Re:l.dy RR - Receive Ready 

. 
RNn - Receive Not neady RNR - Receive Not Ready 

&tpcrvlsory 
0 

REJ - Reject REJ - Reject 
0 

0 . 
. SREJ - Selective Reject SREJ - Selective Reject 

SNnM 
_ Set Normn! Response 

Mode 

SARM - Set Asynchronous 
Response :i\Iode 

: 

DISC - DiscOIIDect 0 

- RSPll - Response Reject CMDR- Command Reject 

SNR1-.IE _ Set Normal Response 
Ivlode E:dendcd 

Unnumbered SARl\1E _ Set Asynchronous Re-
o sponse l\Iode E::-.."tended . 

.0 ur -Unnumbered UI 
. Unnumbered 

Information - Information .. 

SIM - Set Initialization RIM 
Request Initialization . - , . Mode Mode 

.~ .. UnnUI:npered_Poll u.p' -r .. . ~ - , (Optional Res Poll) 

UA 
·Unnumbered -Acknowledge 

. 
. . 
. 

. 
. .. " . ' . . . . • '. .. . .. .. Disconnect Mode . ' . DM . .. . . . . -. . . . 0 (Request On Line) . 

'. 

.~ •• ;.' """ :.~ /'"' ,.... ;. r- - '<-

"'" """r-' '.,.' -.- ~ 
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Transfer PoLl 
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Modulo 8 

FiIk1.1 
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fequcnce 
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I FORMAT CONTROL FIE LD 

.. 1 2 3 4 5 6 7 .8 
Transmitted I ,~-- I I P/F I 0 S N (R) 

l t 
SlPcrvisory Command 

Format Poll 
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Final 
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Modulo 8 

.----- ---- -- Codes 

• 

S FORMAT CONTROL FIELD 
,/ 

... - . 

Control FIeld 
Bits 

Control Field Bits 

.. 
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CONTHOL PROTOCOLS . 
A USEnS PEHSPECTIVE 

The following paragraphs delineate each of these commands and responses. 

The Receive Ready (TIn) supervisory frame is used by tIle Primary or Secondary to 
indicate that it is ready to receive an information frame and to aclmowlcdge previously 
received inform .. '1tion frames numbered up to and including N .(R) -1. A-Primary may 
usc the RR comI11.and with the Poll bit set to 1 to solicit responses from, Le., tlpoll", 
Secondary stations. 

The Reject (REJ) supervisory frame is used by the Primary or Secondary to request 
retransmission of information format frames starting with the frame numbered N (R). 
Information format frames numbered N (R) -1 and below are acknowledged. Additional 
I frames pending initial transmission may be transmitted following the retransmitted I 
frame{s). 

The Receive Not Ready (RNE) supervisory frame is used by the Primary or Secondary 
to indicate temporary inability to accept additional incoming information format frames. 
Jnform.a.tion format frames numbered up to and L.'1cluding N (R) -1 are acknowledged; 
information frame N (R) and any subsequent i.nformation format frames received, if 
any, are not acknowledged. A station receiving an Rf-.TR frame when in the process 
of tr~U1smitting (i. e., a FDX sbtion) is to st<;?p transmitting at the earliest possible 
time by completing or aborting the frame in process. . 

The Selective Reject (SREJ) supervisory frame is used by the Primary or Secondary 
to request retr::msmission of the single information numbered N (R). Information 
format frames numbered through N (R) -1 and below are acknowledged. Once a SREJ 
bas been transmitted the only I frames accepted are those which are numbered contisuously 
and in sequence following the I frame requested and the specifiC retransmitted I frame 
indicated by the N (R) i.n the SREJ command/response. 

The Un.'1Umbered (U) format commands and responses are used by the Primary and . 
. Secondary to e)..i;end the number of 1 ink supervisory functions. Frames transmitted 
with the unnttmbered format do' not increment the Send Sequence cotmts N (S) at either 
the transmitting or receiving sbtiO":1. Five modifier bits are defined which allow up to 
32 additional supervisory nmctions. Of these 10 are defined. The remaining combina­
tions arc reserved for future assignment. The Unnumbered command and response conh'ol 
field is illustrated in Figure 7. 

Dits 1 and 2 of the U format control field identify the frame as a U frame. Bit 5 is 
the Poll/Filial bit. Bits 3, 4, 6, 7 and 8 are the modifier bits and are encoded as 
lllustrated in Fig,ure 7. Each of these commands and responses is described in the 
following paragraphs. 

An Unnumbered Poll comm2...Yld is used to solicit transmission from the addressed 
Secondary stltion. An I field is not permitt~d in an UP frame . 

. / 



Flrnt n[t 1 2 3 4· 5 G 1 8 Controll;11cld Dits 
Trannml t ted I 1 M I p/EI ~I 1 1\1 M 11 

1 1 
UID1.umbered Comm~nd 

. Fonnat - Poll 

~csEonse 
~'inal 

. 
BITS . USED AS . . PEFlliITION . . 

3 4 6 7 8 . Command nespon~~ 

·0 0 0 0 0 Ul - Unnumbered Information Frame X X 
; . 

0 0 0 0 1 . SNRM - Set Normal Response l\lode X 

0 0 0 1 0 DISC ,;. DiscoIll1ect X . . 

0 0 1 0 0 UP - Unnumbered Poll X 
. 

0 0 1 1 0 UA - Unnumbered Acknowledge X . . 
1 .. 0 0 0 0 SIM - - Set Initialization 1Iode X 

• 

RIM - Request Initialization Mode 
. 

X 

• • 1 0 0 0 1 RSPR - .Response Reject X 

CIIDR - Command Reject X 
/ 

I 

1 1 0 0 0 SARM - Set Async hronous Response Mode X 

. . 
·DM - .DiscoIll1ect Mode X 

1 SARME - set ARl\I E:-..icndcd 
. 

1 0 1 0 X : . 

I: 1 1 0 1 1 SNRI\lE - Sct h"RM E:-..icndcd X . . 
All Others Reserved For Future Assignment 

. 
. . . . . . . . . . . 

...... 

r· 
- ------·---_,, __ ~Jc'"'~''"'''m'<.''''' 
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The Urummberec1 Ack:nowled~e response is used by a Secondary to acknowledge rcceipt 
and accept..1.nce of an unnumbered command. The UA responsc is transmitted in the 
normal or e:\i;enclcd control field format as directed by i!lC received unnumbered 
command. No information (I) field is permitted with the UA response. 

The SITv! command is used to initiate system specified link lcvel initialization procedures 
at the Secondary station. The c:\-pected response is UA. Both Primary and S3condary 
N (R) and N (S) COUl1tS are reset to zero. 

An.., nIM is transmitted by a Secondary to notify the Primary of the need for a STIvI Com­
mand. The receipt of comm~lJ1ds except a SDI will cause the Secondary to repeat the 
RIM. 
t.ll:~.~ . .... _.~ ~ .. . . ~ . . ,~ _ 
~J~~B1?R_ command is usedby the Primary station to report that an exception condition 
~esulted from the receipt of an error free fnme from the Secondary staJ:ion. A status 
field is returned with this conunand to provide the reason for issuaneeDf the command. 

The CMDR is used by a Secondary to report that an exception condition resulted from 
the rec~ipt of an error free frame from the Primary. A status field is returned with 
a CMDR to pro\ide the reason for issuance of the C:MDR. 

,The SARJ\I c0llU11and is used to place the addressed Secondary station in an Asynchronous 
Re?Ponse J\lode (ARl\l) where all control fields are one octet in length. No information 
field is permitted \vith the SARl\I command. The Secondary confirms accepU:.nce of 
SARM by the transmission of an U1IDumbered Acknowledge (UA). Upon acceptance of 
this command, the Secondary station send and receive sequence COlU1ts are set to zero. 

DM is transmitted by a Secondary to indicate that it is disconnected. 

The SNR!\ill command is used to place the addressed Secondary station in the Normal 
B~sponsc J\Iode E~'iended (NRl\IE) where all control fields will be two octets in lengih. 
~~~~c~)lldarystation confirms acceptrulce of SNR!\lE by transmission of a UA response. 
Upon acceptance of this command the Secondary send and receive sequence counts are 
set to zcro. 

The SARJ\ill command is used to place the addressed Secondary station in the Asyn­
chronous Response Mode Extended (Al"l.ME). 
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Classes of Procedure 
' .. 

Procedural differences among applications, based on overall system considerations 
such as network confib'l.lraUOn, recovery procedure~, terminal sophistication, etc., 
will be accommodated by defini.ng various classes of procedure. These classes combine 
the modes of operation (A11?11 and NTI~I), a subset of commands and responses, and 
exception recovery procedures. Each cbss forms an implementation subset of the 
·procedures. A class is thus· characterized as the ability at the primary to receive 
and action all responses in the prescribed subset and the ability at the secondary to 
receive and action all commands in the prescribed subset. 

All classes of procedure use the s1nndard frame structure. All procedures assume 
that the links include primary and secondary link controllers. The primary link con­
troller is respons ible for control of the link by determining, within the constraints of 
this standard, which commands to send. Prinlary link controllers transmit only 
commands, in frames (with or \\ithout data). Secondary link controllers receive the 
cOlllllUwd frames and transmit responses ill frames (with or without data). 

Since classes of procedure are now in their formative stage, the st.1.I1dardization picture 
Is somewhat cloudy. ANSI has currently defu1cd six classes covering normal mode, 
asynchronous mode, and prhnary to primary modes. ISO has very recently documented 
five classes covering basically the same applications. It is e}"--pected that most or all 
of these classes \ .. ill ultimately be adopted although probably not in their present form. 
Discussion is now tmder way on methods of codifying these and other classes which will 

. inevitably be consi-ructed. 

Jmplement.1.tioll 

The subject of compatibility between the various bit oriented protocols was mentioned 
earlier. Since this subjcct is especially important to the user, the chart in Figure 8 
has been prepared. This illustrates the complete set of commands and responses riow 

. defined and, for each protocol, lists the ones being implemented. The informa.tion 
presented is, of course, subject to change butreprcsents the best data. available to the 
author. This chart indica res a high degree of basic co~patibility. 

Given this basic compatibility, it rem..'lj,ns for the user to carefully determine his 
requirements in terms of a "class of procedure" to be used. This will define the 
operational modes and elements of procedure to be used. Following this it wUlLe 
necessary to generate a system specification for the specific application. This docu­
ment will identify and quantif~' many variables necessary to achieve successful on-lil1e . 

. operation. It is here t11 .. 1.t the impact of lower and higher levels of the commtmications 
hierarchy will be reviewed and specified. . ..' . 



• 

ADCCP HDLC SDLC CDCCP BOLD BDLC ~AP 
1 

:;MD RES CMD RES CMD RES . CMD RES CMD RES CMD RES CMD RES 

I I I I 1 I I I I I I I I 

~R RR nn nR nR nn RR TIR Rn RR nn nn ' nR nR 

1EJ REJ nEJ HEJ REJ nEJ nEJ REJ REJ nEJ nEJ REJ REJ REJ 

1NR RNn RNR HNR RNR nNn RNR RNR RNR HNR RNR HNn nNR R~R 

illEJ SREJ SREJ SREJ SREJ SREJ SREJ SREJ SREJ SREJ SREJ SREJ 

Jl UI * '" NSI NSI UI ur NSI NSI 

3l-.'RM: SNRM SNRM SNRM SNRM SNRM . 

)ISC DISC DISC DISC DIS DISC DISC RDlS 

JP . * . ORP UP aRP 
'0 

UA UA NSA UA NSA UA , UA 

JSR 0 usn 0 

LJSR 1 usn 1 • 
JSR 2 usn 2 

0 

JSR 3 usn 3' 

31:-'1 RIM '" '" S1M RIM S1M RIM SIM RIM . 
:1SPR C1\lDR '" CMDR CMDR BSPR CMDR RSPR C!vIDR RSPR CMDR CMDR 

, , 

5ARM DM SARM '" " BOL SARM DM SARM ROL SARM CONN RCO:\, 

SARME SARME SARME SARME SARl\'IE 

SNRME 
\ SNR1\IE 

~RME SNRME SNRME . 
KID XID '" '" XID XID 

~ PROPOSED 

FIGURE 8. COMPARISON OF COMMAND/RESPONSE IMPLEMENTATION 
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Bit oriented protocols have a wide variety of potential application. They are suitable 
for two-way alter!1ate ~U1d two-wny simultaneous operation using a variety of data link 
configurations including full and half duplex, point-to-point, multipoint, switched, 
and non-switched. The three facility configurations e::-..~ctcd to be most common in 
bIt oriented applications are illustrated, in Figure 9. 

A point-to-point fac ility is one which intercon.l1ects two and only two stations. Point­
to-point facilities may be either non-switched, sometimes referred to as private line 
or dedicated, or they may be switched. The differen'ce betwecn switched and non-switched 
Is one of facility acquisition. In the switched case the facility must be acquired prior 
to the transfer of data and released at the end of the transfer. Non-switched fac ilities 
are dedicatcd and usable on demand. 

A multipoint arrangement, e::-..-pected to be very common for these applications, is the 
broadcast pollin~ arrangement \vhich consists of a single master and two or more remote 
stations. Transmissions from the master are received by all remotes-:/ Transmissions 
from the remotes are received only by the master. This multipoint arrangement 
requires 4-wire channels. 

Many special and hybrid combinations of interconnect arrangements are possible. 
The most likely to be encountered in these applications is the loop arrangement. The 
loop configuration consists of two or more point-io-point facilities arranged such 
th..:'l.t the loop starts and ends at the same location. The point~to-point facilities are 
nonnally 2-wire ch~els and operate in simplex mode: A transmits to B, B transmits 
to C, and so on arol,md the loop. Transmission in the reverse direction is not possible. 
Each 'stitien on the loop operates as a repeater. Loop facilities may be encountered 
which 'are complctely user-owned, especially when located within the confines of a 
building. Ofuers may use common carrier facilities when geographically dispersed. 

In tenus of thruput performance, the user can expect significant improvement over 
the character oriented protocols. Serious quantitative studies of this aspect of the, 
new approach arc just bcginnil1g to surface. PrelimL'1.c'1.ry results of studies here and 
abroad indicate high tllluput efficiency and excellent response, time performance. 

CONTROL DATA'S CDCCP 

Control Data Corporation formally initiated an effort to define a Corporate Standard 
bit-oriented lirJ.: control protocol in mid-1974. The objective of this effort was to 
gonerate a standard protocol \vhich would facilitate the exchange of information in a 
variety of applications and be capable of accommodating sin1ple to comple:~, low to high 
speed synchronous sources and sinks, The minimum requirements were that the new 

'protocol provide for two way alternate to two way simulta...l1eOtlS operation, permit multi­
drop configuration, bc suitable for satcllite transmission, provide for non-symetric 
and symetric operation, and include effective levels of error dctcction. It.was also 
r~quircd that the protocol be modular in definition and implementation to permit wide 
application and to permit revision with minimum imp..1.ct on in?-plementation. 
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To meet these objectives, a task force was established with represent..1.tives from 
various divisions of the Corporation with an interest in communications. The protocol. 
to be standardized was called Control Data Communications Control Procedure (CDCC!». 

The effolis of the task force resulted in a draft of a proposed standard for CDCCP. 
This draft is now being reviewed by the various concerned divisions and should become 
a stancbrd in'carly 1976. 

CDCCP spans the entire set of bit oriented protocols now in the process of standardiza­
tion and implement..1.tion. These include ffil.I's SDLC, Al.""l'SI's ADCCP, and ISO's HDLC . 

. CDCCP is, therefore, geared to satisfy any of these requirements by use of a subset 
of the GDCCPprotocol. The CDCCP draft is already serving to provide design guide­
lines to various developing divisions. 

Control Data. is also follo\"r.l11g closely, thru its representation on ANSI and thru liaison 
. with other groups, developments leading to st..1J1dardization of device control and message 
formats. These functions which would be contained within the I field of CDCCP are, of 
course, of major interest to CDC and its users. Other areas being pursued include 
tl\e emerging application possibilities of packet switching a..l1d public and private data 
networks. 

Control Data Corporation, 'as part of its total services concept, is dedicated to provide 
cost effective, and efficient solutions for the user's data communicfl.tions problems. 
The d~velopment of bit oriented protocols is but one·example of this committment. 


