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Preface

The Proceedings of the 1980 National Computer Confer-
ence is the most comprehensive review of the current de-
velopments in the computing industry. This record of the
1980 NCC Program now becomes a part of the industry’s
history, and stands as a tribute to Program Chairman Dr.
Donald Medley and his committee. With the usability of the
computer as an underlying theme of the program, Dr. Med-
ley’s committee, the authors whose papers are included in
this volume, and many others devoted considerable time and
energy during the past year to assure that this program would
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'HERBERT B. SAFFORD
1980 NCC Chairman

be useful and informative to all attendees. They are to be
commended for their efforts. Special recognition should be
given, also, to the many panelists and speakers who partic-
ipated in the 1980 NCC Program in a manner that went be-
yond the formal paper presentations included in these Pro-
ceedings. It is my sincere hope that you were able to attend
some portion of the program at the 1980 NCC, and that this
volume of the Proceedings will be a useful source of infor-
mation for you for many years to come.



DONALD B. MEDLEY
1980 NCC Program Chairman

A group of very bright and dedicated computing profes-
sionals have labored long and hard to develop a high quality
technical program for the 1980 National Computer Confer-
ence that demonstrates the dynamics of the computing in-
dustry. These Proceedings represent the printed record of

the result of over a year’s efforts of many, many individuals.

With the usability of the computing tool as the base, the
1980 NCC Program has been oriented to three audiences:
the user, the technician and management. Program sessions
have been developed for each of these communities within
specific topic areas including: the architecture of software
and hardware, communications, social impacts, data base

' management, management support, simulation modeling and

" image processing, applications considerations and general
interest topics. In each of these areas the Program Com-
mittee has developed sessions that are educational in nature,
sessions that are oriented to the technical details of the topic,
sessions that address the management aspects of the topic
and sessions for the user of that phase of technology.

A special feature of the 1980 NCC is a group of sessions
dealing with the use of the computing tool in the entertain-
ment industry. These sessions describe areas from the gen-
eration of music or art to the control of television and movie
production. Additionally, in response to the ever growing
interest in the use of computers by the non-professional, a
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special group of sessions will be presented under the banner
of the 1980 NCC Personal Computing Festival, which will
cover areas of interest in personal computing. A separate
publication will include papers presented in this section of
the program. '
These Proceedings contain a printed record of the papers
presented in the technical program. Summary statements for
the many panel sessions were not included due to volume
limitations; however, summary statements for each session
are published in the conference attendance brochure. The
individual area directors have prepared a general summary
statement concerning selected groups of sessions and those
summaries are in the Proceedings. ' o
The planning and organization of the 1980 NCC Program
required the dedicated efforts of many individuals: area di- .
rectors, session organizers and leaders, panelists and pre-
senters of technical papers, and referees who helped us se-
lect the papers to be presented in this volume. I wish to
extend my sincere appreciation to all these individuals and,
most especially, to the Program Committee. Without their
efforts the 1980 NCC Program and these Proceedings would
not have been a reality. It is our sincere hope that the pro-
gram itself proves useful and enjoyable to all those who are
able to attend the 1980 NCC and that the Proceedings pro-
vide a useful reference source for many years to come.
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A conversational decision support system for resource
allocation without explicit objective function

by FUMIHIKO MORI, HIROSHI TSUJI and TAKASHI SATO

Hitachi, Ltd.
Ohzenji, Kawasaki, Japan

INTRODUCTION

Tuis paper presents a conversational multiobjective decision
support system. The system is called RAINBOW: Resource
Allocation in Business Operation under Uncertain Worth.
Our focus in the design and development of RAINBOW is
placed on the loosely structured decision situation where the
objective functions are given only implicitly and, as such,
should be approximated by the decision maker as the de-
cision making process proceeds.

In the following, we first describe the specific decision
problem treated here. This is the loans budgeting decision
in a bank in Japan. Next we will see that the budget allocation
procedure which had been employed in the bank prior to the
design and implementation of RAINBOW can be repre-
sented by a set of simple linear equations. Basically RAIN-
BOW supports the process of convergence to a preferred
alternative budget plan by giving the decision maker helpful
information for him to form consistent evaluations of the
utility function, the objective functions and the solution for
the budget allocation plan. Description of the functions of
RAINBOW will be the main part of this paper. Lastly we
will comment on RAINBOW in the framework of the mul-
tiple objective programming.

AN ILLUSTRATIVE DECISION PROBLEM

Direct motivation for the development of RAINBOW
came from the problem of allocating the loans budget to
branch offices of a bank, although RAINBOW is applicable
to general resource allocation problems.

This section describes the specific problem of loan budg-
eting as a rationale for the functional design of RAINBOW.

Executives in the loan department of a bank annually or
biannually allocate loan budget to each of its branch offices.
The planning is a routine decision making task, but it is a
difficult and time consuming problem. In many cases the
total amount of the budget is determined by the total deposit
in the bank and financial policy of the government at the
time. Therefore the total budget is usually not a decision
variable but a constraint on the upper bound of the sum of
the allocatable resources.

If we are to formulate the problem as an optimization prob-
lem, we will have a mathematical programming problem of '
the following form:

maximize u="f(u,,u,,...,un) (1
s.t. U tu,+...+uy=Ss (2)
u=0,fori=1,..,.N 3)

where

N=number of branch offices,

S =upper bound on the sum of budgets,

u;=budget allocated to the ith branch,

u=expected utility as a function of budget plan,
(U st gyl §).

At first we considered an approach by some mathematical -
programming model such as above. But, through extensive
interviews with the mangers in the loan department of the
bank, it became clear that explicit identification of a suitable
objective function was a difficult and thankless task.

The fact that, for instance, one dollar allocated to branch
i and j, respectively, will yield the same return on invest-
ment, provided that such factors as average interest rate,
average operation cost per transaction and risk are the same
in both branches, would illustrate the difficulties in the model
formulation in the form of equation (1). Although these fac-
tors do differ among the branches, corporate-strategic con-
siderations other than these quantifiable factors play a larger
part in budget allocation. For example, a branch with high
operation cost ratio may be a newly opened one and the
policy of the bank may be to expand its territory, in spite
of its relatively high cost at present, by aggressive operation
in the financial market of the particular locality. A branch
in a densely inhabited district may not need a big budget in
spite of its large amount of deposits, since its expected role
is collection of deposits from the households in its territory.
The necessity to take account of these strategic considera-
tions is the rule rather than the exception.

The budgeting procedure, then, depends on a number of
factors which are difficult to quantify. The factors involved

include, among others, the geographical and strategic lo-
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cation of the branch and its position and expected role in the
overall corporate strategy of the bank.

The kind of decision situation described above occurs
quite often in daily operations of any business and other
organizations. It requires many subjective and intuitive judg-
ments as to the utility gained from each of the alternative
actions. Evaluations of other factors relevant to the problem
are also bound to be subjective to a certain Qegree.

An approach we can take in these decision situations is
to try to help the thinking process of the decision maker.

An important function of the budget planning is to express
the policy of the organization and to get the consensus of
the people involved in order to assure well-coordinated or-
ganizational activity. Then, an important requirement in the
development of a decision support system is to help the de-
.cision maker to express his views, judgments and evalua-
tions, albeit subjective or intuitive, and to make them some-
thing objective in that they have been expressed and now
are the objects of discussion, criticism and modification. It
will be our concern in this loosely structured decision sit-
uation to facilitate this dialectical process of subjectivity and
objectivity.

Many researchers in the field of multiobjective decision
making have been working on this standpoint. The Surrogate
Worth Tradeoff (SWT) method by Haimes and Hall' 2 is ef-
fective when the decision makers can evaluate the marginal
tradeoffs among objective functions. Multiattribute Utility
Theory (MAUT) by Keeney and Raiffa® gives a method of
constructing a utility function based on preference structure
and indifferent curves of each pair of objectives. These meth-
ods have been applied to large-scale regional development
planning.** Geoffrion et al.® proposed a method of conver-
sational decision support system based on the Frank-Wolfe
algorithm.

Many of those multiobjective decision making systems,
of which only very few are mentioned above, depend heavily
on the tradeoff concept. Decision makers who want to use
either the SWT method or MAUT method must be ready to
evaluate the tradeoffs among conflicting objectives explicitly
and quantitatively. It is a task of system designer to make
it easy for the decision maker to articulate the tradeoff eval-
uations.

ANALYSIS OF BUDGET DECISION MAKING
PROCESS

As mentioned in the previous section, it became clear that
formulation of the allocation problem in a mathematical pro-
gramming problem with scalar objective function as in equa-
tions (1)-(3) was not suited to this case. The problem is mul-

tiobjective. Generating noninferior solutions was not pos- -

sible since managers in the loan department felt they had
trouble in identification and quantification of the objectives.
Then, as the first step of the system design, efforts were
made to model the actual budget allocation procedure.

Interviews with the managers revealed that the budget
allocation procedure actually taken in the bank could be
summarized as follows.

Step 1

Managers select ‘‘evaluation elements’ or ‘‘allocation
elements.”” These are items for the evaluation of the branch
offices. Typical examples of the element are ‘‘basic evalu-
ation,”’ ‘“‘branch characteristics,”” ‘‘growth potential’’ and
‘“‘strategic consideration.”

Step 2

The total budget S is allocated to the elements at first. If
the managers have selected m elements E , E,,...,E,, in Step
1 above, and give weight ¢; to the element E;, then E; re-
ceives ¢S out of the total S. The weights should satisfy

eit+e,+...+e,=1.0 4)

e;>0, forj=1,...,m. (5)

Step 3

Managers evaluate branches with respect to each of the
evaluation elements. Let B,,B,,...,B, denote N branches,
and let a; denote the numerical evaluation of the branch B;
with respect to the element E', According to these evalua-
tions branch B, receives ae;S out of the amount ¢S allo-
cated to the evaluation element E; in Step 2. Since negative
value of a;can result in negative allocation to B; when e;
is quite large, a ;s are assumed to satisfy the nonnegativity

condition:
a,20, fori=1,..,.Nandj=1,..,m. 6)
Also
a]j+a2j+...+aNj=1.0 (7)
Step 4

The budget allocated to branch B, is just the sum of a ye ;S
over j=1,...,m. Let u; denote the budget for B, then

ui=apeS+aner+...+amens, 8)
fori=1,...,N.
In matrix notation, equation (8) is
u=AeS )]
where
u=Uy,Ua,... . un) - (10)
e=(e,e3,...,€,)" (1
A=(a1,d2,..s&m). (12)
a,;=(a,;,0z,...,ay) s fori=1,...m 13)

with ¢ denoting the transpose. The procedure represented in
equation (9) is illustrated in Figure 1.
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Figure 1—Linear allocation model.

RAINBOW: A CONVERSATIONAL DECISION
SUPPORT SYSTEM

Basically speaking, when he uses the allocation method
of equation (9), the decision maker has only to select a set
of evaluation elements {E,,E,...,E,,} and determine the val-
ues of the weight vector ¢ and the evaluation matrix A. But
the problems of (1) selection of the evaluation elements, (2)
determination of suitable weights for the elements, and (3)
evaluation of the branch offices with respect to each of the
evaluation elements, all required considerable time and ef-
forts.

Managers felt that they might not have identified all of the
significant evaluation elements. They wanted to try various
alternative sets of evaluation elements, but the number of
branches, in this case more than 100, prohibited them from
-trying more than a few sets of elements. The weights, even
for the same set of elements, should change according to the
changes in social and business environment; but again they
were in need of tools for finding adequate values for the
weights. Evaluation of the branches was also a tedious and
difficult task.

Discussion with the managers revealed the general view
that these problems were not to be solved uniquely by some
set of fixed criteria, but to be solved through an iteration of
trial-and-error simulation, out of which an admissible solu-
tion was expected to emerge. Then, the support system
should help the decision maker to observe the change in the
allocation plan corresponding to the changes in the set of
evaluation elements, modifications of the element weights
and re-evaluations of the branches.

Another need which the results of the requirement analysis
(the SADT: Structural Analysis and Design Technique’ was

" used) revealed was the inverse computation of the element

weight vector e and the branch evaluation matrix A. In many
cases the mangers have, or they think they have, an a priori
solution to the question, ‘“What is the best allocation plan?”’
Similarly the decision maker has his idea as to the most ap-
propriate values of ¢ and A. But, without any reference val-
ues, i.e., tentative values of e and A, it is often difficult for
him to express it quantitatively. If a trial value is given to
him, it is relatively easy for him to specify how it should be
modified.

Let these ““intuitive solutions’” be denoted as &, € and Adt.
It can be said that a necessary condition for the decision
making process of budget allocation to come to an end is
that these intuitive solutions, after undergoing the articula-
tion-modification process, have become consistent in the
sense that they satisfy:

u=2AeS. (14)

This consistency, or agreement, among the intuitive val-
ues of u, e and A is hard to attain. One reason for this is
that, as already mentioned, the number of branches is quite
large. Another reason is that the managers did not have a
means of finding values of ¢ and/or A corresponding to the
allocation plan ¥ which they could specify.

In order to check the consistency condition of equation
(14) and to facilitate the convergence to the set of values
@,z and A which satisfy equation (14), the decision support
system should have the capability of inverse computation
of ¢ and A corresponding to the allocation plan & given by
the decision maker. On these grounds RAINBOW was de-
signed as an on-line conversational system based on the three
basic algorithms described below.

Algorithm 1

This is the direct application of equation (9), i.e., com-
putation of the allocation vector u when values of the branch
evaluation matrix A and the element weight vector ¢ are
specified by the decision maker. Schematically this is

e, A and S—u.

Decision maker can use Algorithm 1 to analyze sensitivity
of the allocation plan to changes in the values of ¢ and A.

Algorithm 2

This algorithm computes weight vector ¢ corresponding
to the specified values of ¥, A and S. Schematically this is

u, A and S—e.

That is, the decision maker can use the Algorithm 2 to obtain
answer to the question, ‘‘If I allocate the budget to branches
like this value of u vector, what value does it mean I am
assigning to the weight vector ¢? If that value of ¢ does not
deviate much from the value I can accept, I might be able
to say that my evaluations of the three decision variables,
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u, e and A, are in agreement with each other and I am in
business. If it does not, I have something further to think
about.”’

The least-squares solution for ¢ is given by

e (@na)(a,as) .(a,a,) 17 [(a,u)/S

e: | = | (@2a) (@) . (a2.a.) ! || (az,u)/$ (15)
em (@ms @)@ @2)- (@ @)1 | | (@nstt)/S

N2 1 1 | 0 1

where (,) denotes the inner product and \ is the Lagrange
multiplier for the constraint (4). Here we note that, in gen-
eral, N>m, and the use of the least-squares estimation is
justified in the statistical sense.

The weight vector ¢ obtained from equation (15) does not
necessarily satisfy the positivity condition (5). If the esti-
mated weight e; for some element E; is nonpositive, it in-
dicates strong inconsistency between the specified values
of u and A. Also the inverse matrix in the equation (15) does
not exist when vectors g, in matrix A are linearly dependent.
This means that the set of elements {E,,..,E,,} has redun-
dancy in the sense that evaluation vector g; of certain ele-

" ment E; can be represented as a combination of evaluation
vectors for other elements. RAINBOW gives warning mes-
sages when the nonpositivity or the redundancy phenomena
occurs.

There can be a case where a decision maker does not want
to eliminate the redundancy in the evaluation elements; or
the least-squares method gets ill-posed and cannot find pos-
itive solution for ¢ vector when only a slight change in
u, e or A would be sufficient to give positive e. Then the
decision maker can obtain estimation of e which satisfies
both conditions (4) and (5) by solving the following nonlinear
programming problem:

minimize |u—AeS|| (16)
s.t. e, te,+...+e,,=1.0 17)
e;>0, forj=1,...,m, (18)

where || | denotes Euclidean norm of vectors. A random
search method, called the hyperconical random search.? is
used to avoid the numerical difficulty which may be caused
by the linear dependency.

Algorithm 3

Since it is not possible to estimate all elements of the
matrix A at one time, this algorithm performs the task of

inverse computation in a limited way, schematically shown

as

u,e, A", and S—q,,

where AY denotes the submatrix of A formed by deleting

a, from A. That is, we assume that only the evaluation vector
a,; with respect to evaluation element E; is unknown and

compute a; uniquely using the following equation:

a(-,~=(ll,~/s— Eaikek)/ej (19)

for i=1,...,N. Here the summation is taken for k=1,....m
except for k=j. That is, the decision maker can obtain an
answer to the question, “‘If I allocate the budget like in this
vector u, and evaluate the elements like in this vector ¢, and
if I am uncertain as to the appropriateness of my present
evaluation of branches with respect to this particular eval-
uation element E;, then what is the a; corresponding to my
u and ¢, provided that, of course, my evaluations for the
other elements are tentatively considered appropriate? If I
can accept the value for a;, I am in a good shape; if not I
must think further.”

Again, when there is strong inconsistency among the spec-
ified values of A?, ¢ and y, a5 of equation (19) do not nec-
essarily satisfy the nonnegativity condition (6). A warning
message is given in this case also.

The following is a scenario of the decision making process
in which RAINBOW is used to select a budget plan.

Step 1

Decision maker selects evaluation elements tentatively,
evaluates them by assigning weights he considers suitable
and evaluates branch offices with respect to each of the ele-
ments.

Step 2

Decision maker allocates the total budget to branches
using the Algorithm 1.

Step 3

Decision maker checks the tentative budget plan displayed
on the terminal. If he feels that it is appropriate and he can
accept it, he terminates the session. If he feels that it should
be modified, or that he should try other values of ¢ and/or
A, he goes to Step 4.

Step 4

Decision maker determines what should be modified: (1)
if the decision maker feels that the evaluation elements
{E 15.+-»E .} should be changed, he goes to Step 1; (2) if he
feels that the element weights should be re-evaluated, he
goes to Step 5; (3) if he feels that the branches should be re-
evaluated, he goes to Step 6; (4) if he feels that both the
elements and the branch offices should be re-evaluated, he
goes to Step 1.
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Step 5

Decision maker selects one of the following alternatives:
(1) if he wants to modify the element evaluation, he specifies
new ¢ and goes to Step 2, or (2) if he wants to modify the
budget u and observe the corresponding element weight e,
he gives new u, compute ¢ using the Algorithm 2, and goes
to Step 7.

Step 6

Decision maker selects one of the fgllowing alternatives:
(1) if he wants to modify the branch evaluation matrix A, he
specifies new A and goes to Step 2, or (2) if he wants to
modify the budget u and observe the corresponding branch
evaluation, he first selects a@; which should be computed,
computes g; using the Algorithm 3, and goes to Step 8.

Step 7

If the decision maker feels that the element weight vector
¢ computed by the Algorithm 2 is appropriate, he goes to
Step 2, otherwise he goes to Step 5.

Step 8

If the decision maker feels that the branch evaluation vec-
tor computed by the Algorithm 3 is appropriate, he goes to
Step 3, otherwise he goes to Step 6.

The above scenario is only an example of a session with
RAINBOW. Users of RAINBOW can use any of the three
algorithms at any stage of the session.

DISCUSSION AND CONCLUDING REMARKS

In this final section we review the decision support system
RAINBOW in the general framework of multiple objective
programming.

A general form of multiobjective programming problem
based on the utility concept is:

maximize Ulg(x),g2(x),...,g m(x)] (20)
xeX

where x=(x,...,x5)" and X is a subset of R". Functions g;
are objective functions and U gives the utility as a function
of Gs.

If both U and g s are explicitly known, the gradient vector
of U with respect to x is:

VU= 3 (Z—U) V.g. 1)

j=1 J

Geoffrion et al.® presented a conversational decision support

method for the case where g;s are explicitly given but Uis
known only implicitly. Their method is called IFW (Inter-
active Frank-Wolfe) method and employs the Frank-Wolfe
algorithm to solve the direction problem which is specified
when the underlying utility function U is locally approxi-
mated by the decision maker.

As indicated in this paper, there are cases in the real-world
decision situation in which not only the underlying utility
function U but the objective functions g; are not given ex-
plicitly and must be locally approximated as the decision
making process proceeds. The Multiattribute Utility Theory
is an attempt to cope with such situations.

Since linear approximation is one of the most elementary
methods of function approximation, let us assume that the
decision maker can supply a local linear approximation

g_,»(x)=a1jx1+a2jx2+...+aN,~xN+bj (22)

for each of the “‘true’” g s in the neighborhood of any nominal
solution x in X. Here the coefficients a, depend on the in-
cumbent solution x and therefore they should be locally re-
estimated in the iterative process of decision making.

When the objective functions g; are given in their linearly
approximated form of equation (22), equation (21) is written
in the form of matrix-vector multiplication as

V.U=VgV,U (23)

where g=(g1,...,&.»)" and

fu- (2,28 ) a0
- ag 1 ag 2 ag m
Also, V,g is just the A matrix given in equation (12).

It is not difficult to notice the correspondence between
the evaluation elements in the allocation procedure and the
“‘attributes,”” or objective functions, in the theory of multiple
objective decision making. Then the correspondence be-
tween equation (9) and (23) is also clear. Since VU repre-
sents sensitivities of U to the changes in the objective func-
tions g, it corresponds to the element weight vector e. The
correspondence between the branch evaluation matrix A and
the gradient matrix V,g is apparent when we consider x as
the allocation vector u.

From these observations we know that equation (9) is ac-
tually the gradient V.U when objective functions g; are given
in linearly approximated form. Equation (9) means that,
under the constraint of (2), the total fund § should be allo-
cated exactly proportionately to the ratiq of the elements of
the gradient vector. !

Then, RAINBOW is a decision support system for the
case where not only the underlying utility function U but the
objective functions g; cannot be given except in the local
approximations. RAINBOW helps the decision maker to
estimate the two gradients V,g and V.U in a trial-and-error
manner.
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Since we assumed that g ;s are only implicitly known we
have lost the assurance of local optimality we can expect
when we locally fix an evaluation of the utility function. This
is the price to be paid for loosening the assumptions as to
the type of decision situations to be covered. In place of the
algorithm for solving the local optimization problem, RAIN-
BOW is equipped with the three algorithms to help the de-
cision maker to form the consistency among his answers to
the question, ‘“What are the most appropriate values for
e, uand A?”

Clearly this is not the only means of decision support in
these loosely structured situations. Other approaches must
be experimented.

As our concluding remark we want to point out that the
development of RAINBOW was not initiated by the theo-
retical considerations discussed above; it was based on the
analysis of the actual behavior, or procedure, of the decision
makers in the bank. It seems that the importance of the be-
havioral analysis of the actual decision procedure increases
when we are to design a decision support system under the
loosely structured situation.
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Decision support systems: a practical application—Branch

office structure

by JOHN R. WETMILLER

Digital Equipment Corporation
Maynard, Massachusetts

INTRODUCTION

As the decade of the 1980s approaches, it is generally agreed
that computer companies will stress not technology, but
rather customer service functions as a means to differentiate
themselves from one another. Consequently, the need to
understand the customer’s service requirements and to plan
for them is tantamount.

Simply stated, the purpose of a computer service orga-
nization is to provide maintenance services to customers
with computer equipment. The primary objective of the or-
ganization is to minimize the down-time of that customer
equipment and thereby minimize customer inconvenience.
At the same time the service organization seeks to operate
as cost effectively as possible which, of course, minimizes
the service cost to the customer. To provide the maintenance
services required, computer service organizations will gen-
erally establish a branch office to supply the needs of cus-
tomers within a certain geographical region. In order to ef-
fectively structure that office three fundamental questions
need to be answered:

1.) What types of service engineers should the office have
(i.e., should the engineers be generalists, specialists,
or some combination);

2.) How large should the branch office be (i.e., how many
service engineers are required); and

3.) How should service requests or calls of different types
be scheduled and which engineer types should be as-
signed (e.g., first-come-first-served, shortest-ex-
pected-service-time; generalist, specialist).

For our company the task of addressing these questions
was given by our upper level management to our internal
management science consulting group. In the discussions
that follow in this paper, I will indicate our findings specif-
ically with regard to question 1. Although some of the nu-
merical results of our studies must remain proprietary, I will
indicate the overall conclusions reached and note the pilot
test plans that have resulted from our work. I will comment
briefly about questions 2 and 3 throughout my discourse on
questi?n 1. The complete answers to those questions are still

being determined; perhaps, in the future, they can be in-
corporated into papers similar to this one. '

SUMMARY RESULTS

At the outset it was generally felt amongst the members
of the analysis team that the proper use of engineer spe-
cialization could generate significant branch savings over an
all engineer generalist environment. To define terms, an en-
gineer specialist is an individual who can perform certain
repair tasks in less time than the average engineer generalist
who is able to perform any repair task. Our findings con-
firmed that, indeed, engineer specialization can result incon-
siderable savings to a branch office. These savings may be
expressed as lower response time or increased call handling
(or call rate) capability, with no increase in personnel nor
in cost. If the proper conditions are present at the branch,
specialization can even possibly result in reduced personnel
and lower costs.

Figure 1 shows two plots of response time versus call rate.
The one to the left is for an all generalist office (no spe-
cialization) while the one to the right is for an office with
some specialization. Note that the response time/call rate
curve for the specialist office lies below and to the right of
the non-specialist office.

The implications of this shift are summarized in Table I
and discussed below.

Response
Time

Call Rate
Figure 1
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Table 1

From Point 1
to Point 3

From Point 1
to Point 2

Response Time Decrease Constant
Mean-Time-To-Repair Decrease Decrease
Call Rate Capacity Constant Increase
Engineer Idle Time Increase Decrease
Engineer Salary Decrease Decrease
Engineer Training Decrease Decrease

Switching from an all generalist office at Point 1 on the
generalist curve to an office with specialists at Point 2 on
the specialist curve reduces response time without affecting
the call arrival rate and without increasing the total number
of engineers. Since specialists are used, overall mean-time-
to-repair (MTTR) decreases and hence idle time increases.
This last point could be considered as a loss to the office in
that there are engineers available to take calls but there are
no calls to take. However, this idle time increase over offices
without specialization may be minimal and therefore insig-
nificant when compared to the other benefits of specialized
offices. Note also that engineer salaries are generally lower
for specialist engineers and training requirements are also
reduced.

Moving from an all generalist office at Point 1 on the gen-
eralist curve to an office with specialists at Point 3 on the
specialist curve increases call rate capacity without increas-
ing response time and without increasing the number of en-
gineers in the branch office. Again, overall office MTTR
decreases but since more calls are being taken engineer idle
time decreases. Also, as was said for Point 2, total salary

and training requirements are reduced over the all generalist .

office with its operating characteristics described by Point 1.

METHODOLOGY

The results of the study summarized above were deter-
mined from a computer simulation model written in GPSS
(General Purpose Simulation System) to represent a typical
branch environment. As stated earlier, minimizing customer
system downtime becomes the goal of each and every branch
office. In the simulation model system, downtime is divided
into its three component parts: (1) waiting time, (2) travel
time, and (3) repair time. Waiting time is that period of time

Engineer Group

(MTTR in Hours) 1 2 3
1 2 3 4

Call Type 2 3 2 3

3 4 4 2

Figure 2

(Engineer Priorities) Engineer Group

1 2 3

1 1 2 3

Call Type 2 3 1 2
3 2 3 1

Figure 3

from when the service request is received by the service
organization until an engineer is dispatched to the call.
Travel time is, of course, the time it takes the engineer as-
signed to reach the customer site. Taken together waiting
time plus travel time is referred to as response time. Repair
time is the time the engineer requires to correct the mai-
function once on site. Waiting time is a function of engineer
availability (which is, of course, dependent on many factors).
Travel time is dependent on the geographical distribution of
customers, and repair time is a function of component tech-
nology and engineer skill levels. The simulation model con-
siders travel times and repair times as distributed system
inputs and evaluates the variation in waiting time (also dis-
tributed) as a function of all system input variables.

The easiest way to describe the nature of the other system
inputs is to consider Figures 2 and 3 below (Note: the repair
time and priority rankings used in the Figures are strictly
arbitrary).

Figure 2 depicts how MTTRs for the various engineer
groups can be specified to the model for varying types of
arriving calls. This allows the user to create specialist groups
if desired and to differentiate repair times for different types
of calls (e.g., corrective maintenance, preventive mainte-
nance, and installation calls).

Figure 3 details how the priorities with which engineers
are assigned to certain types of calls are inputed into the
simulation model. This allows the user to determine the im-
pact on the office operating characteristics of varying the
engineer/call type priority assignments.

It is important to note at this point that fundamental text-
book queuing theory analysis will not readily permit the use
of such an extensive collection of input parameters. Basic
queuing theory will consider only the total number of en-
gineers, an average call rate, and an average service time as
input parameters. The ability to specify engineer types, to
use distributed call rate and service times, and to prioritize
engineer assignments by call type is not available in the
standard queuing equations.

Table 11
Generalist Specialist
True Limited Senior
Specialty MTTR N/A 2 2 2
Non-Specialty MTTR 5 =~ 7 S
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From the GPSS simulation model it was possible to obtain
the following output data:

1. Average waiting times and waiting time distributions
by call type,

2. Average repair times and repair time distributions by
engineer group,

3. Idle time by engineer group, and

4. The number of calls of each type taken by each engineer
group.

Basic textbook queuing theory would only have allowed the
determination of a composite waiting time and a composite
engineer idle time.

In the process of performing the study three different types
of specialists were considered—true, limited, and senior
specialists. Typical MTTRs in hours (arbitrarily chosen here)
for a generalist and for each of these specialist types are
noted in Table II.

As noted a true specialist could repair his/her speciality
more quickly than a generalist, but the true specialist could
only repair a very small subset of devices. A true specialist
would be paid considerably less than a generalist and would
receive less training as well. A limited specialist could repair
his/her specialty devices more rapidly than a generalist, but
the MTTR on the non-specialty devices would be greater.
Salary and training levels would be between the true spe-
cialist and the generalist. The senior specialist essentially
resembles a generalist in repair times except that his/her re-
pair time on specialty devices would be lower. The salary
of a senior specialist would exceed that of a generalist, but
training requirements would be equivalent.

ANALYSIS

When investigating the impact of specialization on offices
of a given size (i.e., offices with a fixed number of engineers),
a number of interesting results with respect to response time
and engineer idle time were noted when the number and type
of specialists in the office was varied while the percentage
of specialist type calls remained the same. For example,

Idle Time

Response Time

Number of True Specialists

Figure 4

Response Time

Idle Time

Number of Limited Specialists

Figure 5

Idle Time

Response Time

Number of Senior Specialists
Figure 6
G-S, S G,0 G-1,1
Response
Time 7
Call Rate
Figure 7
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Limited True

N
N

Generalist

Response
Time Response Time
Senior \’
A

Percent of Specialist Type Calls

Figure 8

Figure 4 expresses the general response time and idle time
phenomena for an office with an increasing number of true
specialists. As the percentage of specialists in the office ap-
proaches the percentage of specialist type calls, response
time decreases since all the specialists are busy. However,
when the percentage of specialists exceeds the percentage
of specialist type calls, some specialists must remain idle
since they cannot take calls of other types. Hence, the office
actually has fewer effective engineers, and both the response
time and engineer idle time increase.

Figure S is a similar representation for limited specialists.
Note that the response time curve is similar to that of true
specialists. This is true because, when there are more spe-
cialists than specialist calls for them to handle, they accept
non-specialist calls which require an MTTR greater than that
for a generalist. Idle time consequently decreases under
these circumstances. )

Finally, Figure 6 represents the response time and idle
time characteristics for an office utilizing varying numbers
of senior specialists. As was true for both the true and limited
specialist cases, response time initially decreases and idle
time increases as the percentage of specialists approaches
the percentage of specialist type calls. However, after that
equality point, response time and idle time remain the same
since there is no degradation of MTTR below the all gen-
eralist MTTR level when a senior specialist is working on
non-specialty type calls.

The impact of these idle time and response time phenom-
ena on the response time/call rate characteristic operating
curve for a branch office is significant. This can be readily
seen in Figure 7 which can be considered representative of
a branch with a given total number of engineers, a variable
number of true or limited specialists, and a fixed percentage
of specialist type calis.

The operating curve for an all generalist office (G gener-
alists and O specialists) initially moves to the right as the
number of generalists is decreased by one (G-1) and the num-
ber of true or limited specialists is increased by one (1). That
movement to the right will continue as long as the percentage
of specialists in the office is less than the percentage of spe-
cialist type calls. Once it becomes greater the characteristic

curve will move to the left approaching and eventually pass-
ing the all generalist curve (note the G-S,S curve to the left
of the all generalist curve in Figure 7). It should be noted
here that for the senior specialist case the characteristic
curve will continue to move to the right regardless of the
number of generalists replaced by senior specialists since
any senior specialist MTTR is never higher than that of a
generalist.

At this juncture it would appear that several rules-of-
thumb can be stated regarding the proper use of the various
specialist types so that the branch office can operate more
effectively.

Rule 1. True specialist

In an office with true specialists, the percentage of spe-
cialists must not exceed the percentage of specialist type
calls.

Rule 2. Limited specialists

In an office with limited specialists, the percentage of spe-
cialists should not exceed the percentage of specialist type
calls.

For an office with senior specialists no rule can be stated
explicitly because, although the operating curve will always
be superior to the all generalist office, senior specialists are
more costly in terms of salary and training. Hence, some
type of performance versus cost tradeoff must be made in
this case.

In the preceding analyses the percentage of specialist type
calls has been held constant while the percentage of spe-
cialists has been varying. It is interesting to note the impact
on response time of varying the percentage of specialist type
calls while holding the percentage of specialists fixed. Figure
8 is a graphical representation of these phenomena for the
three different types of specialists.

1t clearly shows that the lower the percentage of specialist
type calls the more sophisticated the specialist type must be

Table III
- Device % Reduction
A 53
B 55
c 27
D 22
E 50

F 40
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in order to keep response time within reasonable bounds.
Point A represents the equality of the percentage of specialist
type calls and the percentage of specialists in the office.
Clearly, when the latter exceeds the former (i.e., to the left
of Point A) the use of true specialists becomes inferior to
the all generalist case. To the right of point A, however, the

three curves converge since all specialists are kept busy on

their specialty.

IMPLEMENTATION

Before committing to the implementation of an engineer
specialization program it was first necessary to determine
the amounts by which specialization could actually reduce
MTTR. Although I am not at liberty to discuss the complete
nature and extent of the tests that were conducted to make
these determinations, I have noted in Table III some sample
percentage reductions in repair times for specialists over
generalists for six individual (but unnamed) devices.

With this and other supporting data at hand our company
has decided to implement a field service (i.e., hardware) spe-
cialization program. Our management science consulting
organization is presently helping individual branch offices
determine when and if and what kinds of specialization
should be utilized. By modifying the simulation model de-
scribed in this paper to reflect individual branch office op-
erating parameters various alternative specialization schemes
can be evaluated for a given office. In essence, a decision
support system is being utilized jointly by our consulting
group and by our branch management personnel to deter-
mine the office structures that will both maximize customer
satisfaction and be cost effective. Given our belief that cus-
tomer service issues will be the driving force in our industry
in the 1980s, our dedication to the task at hand must be
complete. Whereas, our emphasis is on the field service or-
ganization today, it will most certainly be on the software
services business tomorrow. Modification of the simulation
model (or the decision support system, if you will) to that
end is a certainty.






On development tools for small systems: the challenge of
economically automating a filing cabinet

by DAVID D. RABER
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Salt Lake City, Utah

THE SMALL SYSTEM CHALLENGE

One measure of how effective a DP shop is, or how efficient
a set of development tools are, is the minimum size project
that can effectively be handled. Granted, this is not the only
measure of effectiveness, nor is it necessarily the best. On
the other hand, a data processing department which can ef-
fectively produce small business systems may find a rich
potential for service and success within the corporate struc-
ture. Realizing this potential depends, to a large degree, on
the amount of specialized small system expertise in the areas
of development methodology, hardware capability, and de-
velopment tools.

Perhaps some constructed examples will provide a useful
introduction to the challenges which are related to small sys-
tem development:

The employee’s cafeteria wants to automate their com-
missary inventory. They looked at a manufacturing parts
inventory package and rejected it as being entirely too
complicated.

The graphics studio wants a system to keep track of
form layout requests. They briefly considered a shop floor
management package with bill of material and human re-
source allocation features, but concluded it was too com-
plex for their three person operation.

The Systems Development Department wants a system
to keep track of maintenance requests from user depart-
ments. Someone ‘‘between projects’ has already spent
five weeks on this one.

The savings and loan down the street has a turnkey loan
application system. They want to add a little program to
keep track of the ‘‘pots and pans’’ gift premium inventory.

A recent front page article in the Wall Street Journal was
headlined ‘‘Executives Discover Computers Can Help Them
in Daily Routines’’ [6]. The article describes an increasing
acceptance among business professionals of automating rou-
tine office functions. Examples given in the article include
text processing, appointment scheduling, and memo distri-
bution. Small functions which are also being automated in-
clude electronic doodle pads and tickler files. While a com-
plete automated office of the future is definitely in the realm
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of large system development, it reflects an unmistakable
trend toward automating simple business tasks.

SMALL SYSTEM DEVELOPMENT METHODOLOGY

A successful small project strategy must begin with ap-
propriate development methodology and project manage-
ment. While an eleven phase development methodology
complete with project schedules, technical reviews, and
sign-offs may be appropriate and necessary for traditional
projects, these procedures would smother all but the heart-
iest of small projects.

One method of handling small projects efficiently would
be the creation of a special small systems section, perhaps
consisting of only one or two analysts. The manager of this
section would have authority to review, approve, schedule,

"~ and implement projects which were consistent with the

firm’s DP goals and with the small project section’s special
mission. A project would be disqualified if it required too
many development or production resources, if it was logi-
cally part of a larger system which was at least in the initial
survey phase, or if it required a complex interface to other
systems. If the project qualified as being small enough, one
of the ‘‘small project’” analysts (or the manager himself)
would implement and document it.

Small system expertise can be useful to both the user de-
partments and the DP department itself. It can provide an
excellent method for the DP department to ‘‘meet’’ other
departments on a functional level. While the DP department
may be ready to automate the entire company, the entire
company may not be ready to be automated. If there is some
reluctance on the part of users to automate, then start small.
This will give the DP department exposure to the users as
well as giving the users some hands-on experience with what
computers can do and with the role they need to play in
specifying and implementing systems.

DP departments have a great internal need for small sys-
tem expertise as well. Some examples of small systems use-
ful in the system development process are data dictionaries,
logical and physical file documentation, development task
scheduling, hardware or software evaluations, system mod-
ule indexing, and test file creation.
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To summarize, small systems must be as flexible as they
are simple. Remember, small systems are frequently going
to be designed for the naive-to-unsophisticated user. In ad-
dition, the low overhead environment in which small system
development must operate does not permit an in-depth anal-
ysis by the DP department. The successful small systems

specialist will give an application his ‘‘best guess’’ the first -

time through. If he misses, the analyst and the users will be
able to take advantage of the flexibility built into the system
and make whatever modifications are necessary with mini-
mal effort.

HARDWARE FOR SMALL SYSTEMS

In an environment where the availability of efficient de-
velopment tools is critical, hardware selection criteria can
hardly be confined to system architecture and memory cycle
time. The development tools under discussion here are no
exception to the rule that hardware is the major factor in
determining what is efficient, effective, and practical in the
software realm. While the particular tools discussed here are
designed for Microdata’s Reality line of minicomputers, it
is not the intent of this paper to concentrate on the virtures
or vices of any particular hardware. Rather, several features
. of the hardware and operating system which significantiy
impact the software development process will be high-
lighted. Attention will be given to the portability of these
concepts to other hardware environments.

A vparticularly useful feature provided by Microdata’s
Reality operating system is dynamic arrays. Dynamic arrays
allow variable length records, each record with variable
length fields, each field with variable dimensions, each di-
mension with a variable number of subvalues. Dynamic ar-
rays eliminate the constraints of fixed columns and field
widths.

In Reality (no pun intended this time) each file is com-
prised of any number of ‘‘items’’ which may be thought of
as records. Each item in the file is a dynamic array. Within
each dynamic array there are any number of ‘‘attributes’’
which can be thought of as data fields. The attributes within
a dynamic array are delimited by a special character referred
to as an attribute mark. Similarly, each attribute on the rec-
ord can have any number of ‘‘values,” which can be
thought of as values within a one dimension array. Values
within the attribute are delimited by a spécial character re-
ferred to as a value mark. These values can be broken down
into subvalues, and subvalues can be broken into any num-
ber of subfields. Rather than defining data as occupying pre-
defined columns on a record, the data is defined as occupying
arelative position on the record as determined by the special
delimiter characters.

This feature allows designers to free themselves of con-
siderations such as length of fields, maximum number of
occurrences per variable, or the number of columns per rec-
ord. This method is somewhat of a compromise between
elemental data storage and a full data base management sys-
tem. While providing some genuine relief from the burden

of elemental data storage, the processing required is straight-
forward enough to implement in microcode [4].

The second feature is an optional dictionary section avail-
able for each file in the system. This feature is closely related
to the first in that dictionaries provide an opportunity to
name fields of a dynamic data array based on the field’s
relative position. The dictionary can also be used to specify
format and data conversions to be performed on the data as
it is input or displayed. Part of the development tools dis-
cussed in the next section provides a simple, automated
method of creating dictionary entries. As shall be shown,
dictionaries play a vital role in data input and retrieval func-
tions.

While Reality makes specific provisions fer data diction-
aries, this concept could be (and is) implemented on other
systems. Rather than defining data as being located in a given
attribute, as in Reality, data could be defined as occupying
a range of columns. The conversions, format, and print
lengths could easily be stored alongside the location refer-
ence.

The third feature is a very powerful report generator called
English [2]. English makes extensive use of the data dic-
tionary described above. English can be used to list or sort
files or subsets of the file based on optional selection criteria.
English also features control-break functions with various
totaling and subtotaling options.

English is completely dictionary driven in that all param-
eters required to retrieve and display data are stored in a
system-provided dictionary and are accessed automatically
by English. Users of English only concern themselves with
the names of variables they want displayed, sorted, or to-
taled.

The following examples are typical English statements:

LIST ACCOUNT
LAST,POST

'SORT ACCOUNT BY TYPE BREAK-ON TYPE TOTAL
BALANCE HEADING ““ACCOUNT SUMMARY AS
OF ‘D™

COUNT INVENTORY WITH PRICE = “.30°

SORT-LABEL CUST BY ZIP NAME ADDRESS

DESCRIPTION BALANCE

In the first example the account file’s dictionary is presumed
to contain entries which define the location, conversion, jus-
tification, and print length of the variables named descrip-
tion, balance, and last.post.

The real power of English lies in the conversion specifi-
cations stored in the data dictionaries. One of the more com--
plex conversions allows the use of other files as translate ta-
bles. Another powerful conversion supports a full set of
algebraic and logical operations which have at their disposal
any data element in the entire system. English can, for ex-
ample, produce bar charts by a fairly simple one-line con-
version stored in the data dictionary. In addition to complex
conversions, simple editing of date and decimal fields are
also provided for. Any number of conversions may be spec-
ified for each item in a dictionary.
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The value of a programming tool such as English should
not be based solely on how it performs as an ad hoc report
generator. Although an ad hoc report generator is necessary
for the success of small systems, it is not sufficient. Some
convenient method must also be provided to specify, design,
and program standard production reports. As shall be dis-
cussed shortly, English plays a major role in productivity on
Microdata systems by providing an efficient method of dis-
playing data on both an ad hoc and on a regular basis.

The fourth feature is direct file access. It should be ob-
vious that small systems which are intended to replace man-
ual filing systems cannot be successfully implemented with
only sequential access. One drawback to Reality’s file struc-
ture is that multiple keys or indexed sequential access is not
provided for directly by the operating system.

The fifth feature is a virtual memory management system.
- In Reality all external on-line storage is logically in execut-
able memory. This has several implications. First, ‘‘loading’’
programs and ‘‘opening’’ files is transparent since all pro-
grams and files are logically in memory at all times. Second,
the length of program and data fields is not constrained by
storage partitions. Obviously several 32K programs running
concurrently on the smallest Reality configuration (16K) are
going to experience considerable frame faulting. While there
is substantial memory management overhead, this scheme
does achieve a worthy goal of insulating users from memory
management.

The sixth feature is a powerful proc language referred to
simply as Proc [3]. Any command or character string which
can be entered at the terminal can be stored in a proc and
called up for submission as if it were terminal input. In ad-
dition, Proc has sufficient logical, algebraic, IO and branch-
ing capabilities so that many programming functions can be
done directly in Proc. Since procs are interpreted at exe-
cution time, their use is limited in practice to pre or post
processing routines for standard system utilities or appli-
cation programs.

One simple example of a Proc application is as a pre-pro-
cessor for English. To reduce the number of keystrokes re-
quired to produce an English report, it is often desirable to
store long English commands in a file. A proc can be written
to examine an English statement for references to the pre-
stored command file. If a reference is found, the pre-stored
text is merged with the rest of the terminal input. As this
example demonstrates, a powerful proc processor can
greatly enhance the friendliness of a system by eliminating
unnecessary terminal input.

Notice that most of these hardware and operating system
features are valuable to the production of small systems due
to their ability to incorporate flexibility into the system de-
sign. If a field needs to be longer or more variables are
needed, they can be added without affecting existing data
or programs. If new values need to be computed or trans-
lated, it can be done as the variables dre called up for display
through the use of dictionary-specified conversions. If report
formats need to be changed or special sort criteria need to
be added, simple changes to report generating procs can be
made.

SOFTWARE TOOLS FOR SMALL SYSTEMS
The filing cabinet system

While hardware often comes with useful development
tools such as Microdata’s English and Proc, these tools fre-
quently provide only the foundation of what is needed for
small system development. In the case of Reality, a simple
dictionary driven data input process was lacking. A rather
satisfactory solution has been based on a set of file main-
tenance programs originally designed by Mr. Paul Hyer
while he was the director at Brigham Young University Ha-
waii Campus Computer Center [1].

Rather than composing a pretentious name for the tools,
they will be referred to as simply the ‘‘filing cabinet’’ system.
As the name implies, filing cabinet systems consist of an
automated but simple method of filing and retrieving infor-
mation. Each item (record) in the automated system repre-
sents a filing card from the manual system. Each attribute
(data field) represents a field on a preprinted form. Each
value (dimension) can be thought of as multiple occurrences
of a field. In the case of both the manual and the automated
system, records are arranged according to a unique but rel-
evant key.

There are two major processes in a filing cabinet system,
data input and data retrieval. Data input includes creating
new records, updating existing records, and deleting records

ﬂILING CABINET SYSTEM

A DICTIONARY \
/ DATA \
/ \
\
FILE ENGLISH
COMPANION
RAW REPORTS

DATA

Figure 1
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no longer needed. Adding or updating may include editing
for valid data and converting values into an internal storage
format. Data retrieval includes displaying data in external
format as well as performing sorting and selection task.

Two ancillary tasks which may be performed in filing cab-
inet systems are maintaining inverted list and transforming
data into new attributes. Maintaining inverted list is some-
times necessary and desirable if the file is large and access
is frequently required through secondary keys. Reality’s
English processor does provide a facility for maintaining and
using inverted list. As indicated previously, transformations
required on the attributes are incorporated in the data re-
trieval or data input processes whenever possible so as to
take advantage of the flexibility English provides.

The major functions of a filing cabinet system are repre-
sented in Figure 1. While English should be a familiar concept
by now, File Companion has not previously been mentioned

DICTIONARY CREATION SYSTEM

attribute
\

FILE

COMPANION

FILE FILE
SPECS DOCUMENTATION

since it is an in-house development and thus not part of the
Reality package. File Companion is a generalized data input
program which, like English, makes use of the dictionary
section of data files. Since all parameters necessary for the
operation of File Companion are stored in the dictionary of
each data file, this program provides a readily available data
input capability for any Reality file that has a current dic-
tionary.

Overview of file companion

File Companion (FC for short) operates on a concept basic
to many other editors. The fundamental difference is that
FC functions one level below record oriented editors. The
user of a record oriented editor operates on records within
files. FC takes advantage of Reality’s file structure by editing

ﬂILING CABINET SYSTEM\

DICTIONARY A‘;?’e'
ile 1

/4 _DATA \\

!

FILE
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RAW REPORTS
DATA

ﬂlme CABINET SYSTEM

A DICTIONARY \ user
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: ]
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Figure 2—Attribute definitions are stored in the attribute index file (repre-
sented on the left), BUILD-DICT is used to build dictionaries for all user files
in the system (represented on the right).
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Figure 3—Example of File Companion being used on an attribute index file
to create new dictionary entries. Refer to left-hand side of Figure 2.

individual attributes (data fields) within an item (record),
each item being a subdivision of a file. One obvious advan-
tage to this editor is that it prompts with descriptive attribute
‘names obtained from the dictionary rather than simple line
numbers as in the case of many other editors. Another ad-

FILE. DO, 3

vantage is that FC screens input data based on editing pa-
rameters stored in the system provided data dictionary.
Implementing FC as a line-at-a-time editor rather than as
a full screen editor was made for three reasons. First, there
are several medium speed hardcopy terminals in our systems

001 SORT AT BY FILE.NAME BY ATTRIBUTE BY TYPE BREAK-ON T.FILE ““FB-#"
002 LISTING ATTRIBUTE NAME DESCRIPTION T.TYPE CONVERSION PRINT.LENGTH T..UST FA

TTERN
003 ID-SUPF DBL-SPC

Q004 HEADING " FILE SPECIFICATION FOR: - “B° FILE FAGE “FLL"

Figure 4—English statement used to produce file documentation as displayed

in Figure 5.
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FILE SPECIFICATION FOR:

FORM <FORM INVENTORY> FILE

PAGE 1

AT# NAME(S) seeseses NESCRIPTION..c0cevcececccsceena TYPE.auss CONV,... LEN JSTF. PATTERN,

FORM_TID INTERNALLY ASSIGNED FNRM KEY 6 LEFT 2N1A3N
‘ NUMBER
1 ON HAND AUANTITY ON HAND RFAVIRED 5 RIGHT NUM
1 LOW LOw=t4 TF ON,HAND < 10% OF SYNONYM A:N(GN.H {1 RIGHT
NNT  REORDER ANDY%"10
"eM(RNT,
LOT)
? REV.DATE DATE OF LAST REVISTION REDIIIRED D2 9 RIGHT
3 ONT.LOT SiaAL RENDRDER GQUANTITY OPTIONAL 5 RIGHT NUM
4 RELDATES RENRNER NDATES (VALUE MARK OPTIONAL D2 9 RIGHT
RETWFEN DATES)
5 RE.CUANT REQRNDER NUANTITES OPTIONAL 5 RIGHT
A PROCESS PROMFSS USED TO PRONUCE FORMS REQUIREDN S LEFT
O0=0FFSET
NCR=MCR MULTIPLE PART FORM
X=XERNYX /
EzENGRAVED
7 L0OC BULK IMVENTORY LOCATINN OPTIONAL 3 LFFT
R=BASEMENT
A=ATH FLOCR STNRE RONM
N=NFPARTMENT'S STNREROOM
8 DFPT DEPARTMENT THAT IMITIATED THE REQUIRED 4 LEFT
FORM REQUEST '
9 DESTRIPTION NESCRIPTINN OF FORM REDUTIRED 15 TEXT
10 STZF SY7F OF FNRM RENUIRED 6 LEFT

Figure 5—File documentation produced by English from the attribute index
file. Refer to left-hand side of Figure 2.

which do not support cursor positioning. Second, there are
several different video terminals in use, each using different
cursor control protocol. Third, using one or more lines for
each attribute enables FC to handle attributes of any size
as well as an unlimited number of attributes for each item.

FC is invoked by typing ‘“‘FC’’ followed by a space and
the name of a file to be operated on. FC performs the fol-
lowing task:

Initialization

A) Open the dictionary section of the file specified. Select
all attribute definitions which are not identified as synonyms.
This eliminates from the input process data which is con-
structed rather than physically on file.

B) For each item selected, obtain from the dictionary a
prompt (i.e. the attribute name), a pattern match, and a con-
version specification.

Data entry

A) An item-id is prompted for. If an existing id is entered
(i.e. the id of an item already on file), the entire item is
o Foarm
NUMBER OF ATTRIBUTES IS 10

ENTER ITEM-ID:22f2324
~~=NEW ADDITION—-——

1 ON.HAND 21200

2 REV.DATE t20aprr7%

3 OENT.LOT 15000

4 RE.DATES 1 Z2zarr79

5 RE. QUANT 5000

& FROCESS incr

7 LoC td

2 DEFT Ifin

? DESCRIPTION icash reciept
10 5IZE 12k

Figure 6—Example of File Companion being used on a production file. Refer
to right-hand side of Figure 2.
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FORM. INV

Q01 SORT FORM

002 LISTING ON.HAND REV.DATE GNT.LOT RE.DATES RE.GUANT PROCESES LOC DEPT

003 DESCRIPTION SIZE LOW
004 DEL-SPC

005 HEADING “FORMS INVENTORY REPORT
FORM. L.OW

001

0oz ON. HAND GNT . LOT

0032 HEADING

"10%4 CRITICAL INVENTORY LIET i e

o FAGE “FLL-"

SORT FORM BY DEPT WITH LOW = "1" LISTING DEFT DESCRIPTION FPROCESS

FAGE “PLL""

Figure 7—Examples of English statements used for production reports
displayed in Figure 8.

displayed in compact format. If a new id is entered a message
is displayed indicating it is a new item. In addition, new ids
are compared against the pattern match specified for a key,
if any.
B) The user is prompted, attribute at a time, for input
data. The prompt consist of the attribute number, the at-
_ tribute name, and the first 20 characters of existing data (if
any). The user has several options. First, the existing data
can be replaced by entering new data. Second, the attribute
can be skipped by entering a null (i.e. just a carriage return).
Third, special functions such as branching directly to another
attribute, replacing characters in the current attribute, dis-
playing the entire attribute, or exiting can be performed by

FORMS IMVENTORY REPORTY 0S5 JAN 1980

entering special control characters. Complete details are
given in [Ref. 5]. '

C) After the attribute list is exhausted another item-id is
prompted for. Either another item-id can be entered, or a
special command can be entered to perform task such as
selecting a new file or selecting a subset of attributes to op-
erate on.

Creating new applications

As should be evident from the dictionary driven nature
of both English and File Companion, designing and installing

PAGE 1

FORM,. QK. HAMD REV DNDATE, ANT . LAY RE.NDATES. RE.AUANT PROCFSS LOC NFPT DESCRIPTINN,... STZE.. LOW

2PFARXY 300 01 JuN 77 5000 06 JUN 77 5000 N D FIN TRAVEL A4DVANCE R, S5X11 1
VOUCHER
15 AUG 78 5000
01 MAR 79 S000
22FR3? 750 07 JUL TR 700 15 JUL 78 700 0O R FIN SPECIAL TRAVEL BR,.S5¥11 0
REAUISTITION
700
PRFA3Y (0 01 APR 76 10000 07 APR Ta 5000 0 n FIN JNURNAL VOUCHFR R, SX11 1
24 JuL 74 10000
01 AUGR 77 10000
07 JUN 78 110000
22 A3y 1200 20 79 S600 Pe 79 5000 ? A 0
27P10O 740 17 JuUiL 78 2000 17 JuUL 78 2000 0 R PER EMPLOYMENT R,SY 1Y n
APPLICATTION
37P101 100 P22 JUL 78 1200 25 JUL 78 1200 NCR R PER TERMINATIOM 2%6 1
NOTICE
10% CRITICAL INVENTORY LTST 0% 3an 1980 PAGE 1
FORM.. DEPT DESCRIPTINN.... PROCESS ON,HAND ONT,LOT
22FA31 FIM TRAVEL ADVANCE 0 300 5000
VOUCHER
22F833 FIM JOURNAL VOUCHER N 9090 10000
3I7P101 PER TERMINATION WeR 100 1200
NOTICF '

Figure 8—Examples of production reports produced by English. Refer to
right-hand side of Figure 2.
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filing cabinet systems can be reduced to the task of con-
structing an appropriate dictionary. Once a dictionary is con-
structed, FC can be used for data input and English can be
used for data retrieval. The critical task is clearly dictionary
construction, which is itself one of the most straightforward
applications of the filing cabinet system.

As illustrated in Figure 2, the filing cabinet system that
creates dictionaries is functionally identical to user filing
cabinet systems. User file dictionaries are created from a
master attribute index file by the program BUILD-DICT.
Although conceptually the task performed by BUILD-DICT
would be a simple application of English, Microdata users
are still awaiting enhancements which will allow English to
produce files rather than just reports and displays.

The following steps can be used to create and document
new applications:

File specification

For each data element in the file, assign an appropriate
description, print length, justification, and variable type.
Specify an input pattern match and conversion if they are
necessary. These terms are further defined in the attribute
index file documentation [5 and Appendix A].

File design

Use FC to record file specifications on the attribute index
file. FC will not allow the file, attribute number, or attribute
name to be entered as null. Default values for other fields
are given in the attribute index file documentation.

tFC FORM
NUMBER OF ATTRIBUTES IS 10

ENTER ITEM-ID:.S

—~==—ATTRIBUTE SUBSET SELECTION-——-
ENTER ATTRIBUTE NAME OR NUMBER
ATTRIBUTE 1 :ON.HAND

ATTRIBUTE = =

NOTE--TYFE ".S" WHEN YOI} ARE READY TO

ENTER ITEM-ID:22F22Z

File implementation

After all on the data elements for a file have been entered,
run BUILD-DICT to move specifications from the attribute
index file to the user file dictionary. BUILD-DICT is a proc
that performs the following subfunctions:

A) the user is prompted for the name of the data file for
which a dictionary is to be built,

B) if the data file does not already exist, a file is created
using default hashing parameters.

C) the English SELECT verb is used to select all items
in the attribute file which defines attributes for the
dictionary to be built.

D) attribute definitions are copied from the attribute index
file to the dictionary of the data file.

File documentation

Run FILE-DOC to produce file documentation based on
information in the attribute index file. FILE-DOC is simply
a proc that calls English to list attribute specifications for
a given file.

Several options are available if the required processing
cannot be handled by a simple application of File Compan-
ion and English. First, File Companion may optionally call
a Basic subroutine as items are retrieved or stored. This
provides the flexibility required to handle task such as main-
taining inverted list or inserting default values. Second, a

CANCEL ATTRIBUTE SUBSET SELECTION

B0~ RB41 ~700~2549~7003 700~0~B~FIN~SFECTAL TRAVEL REGUISITION~Z, 5X11

1 UN.HAND 50

ENTER ITEM-ID:ZzFaz1

L7000
750

AHQQ~Z480~5000~2445) 22203 4075~50003 S0003 S000~0~0~F IN"TRQVE:L ADVANCE VIOUICHER~2. 5X11

1 ON.HAND &00

ENTER ITEM-ID:.X

L300
200

Figure 9—Example of File Companion being used to update a subset of
variables on a production file.
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Basic program may be written to perform ancillary pro-
cessing, as in the case of BUILD-DICT mentioned earlier.
There are, of course, some complex applications which are
beyond the capacity of a generalized data input function such
_ as File Companion. In this case, development of customized
screens and data input processing would be justified.

An example of creating and using a filing cabinet system
will give a better idea of how these systems are built and
used. For lack of a better example we will assume that the
graphics studio is so well pleased with the form request
tracking system we put together that they want a little in-
ventory system to keep track of the more than 2,000 forms
they produce and stock (including the form to request new
forms). While variety of the inventory is great, they tell us
that turnover is quite low. After spending a few hours with
the users, File Companion, and English we might come up
with a system such as the one illustrated in Figures 3 through
9. And sample reports. '
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FILE SPECIFICATION FOR: AT (ATTRIBUTE INDEX) FILE

AT# NAME(S) .......ccoe.t DESCRIPTION .....ccooviiiiiiiiiiiniiiniiiiiciciii e, TYPE .............. LEN JSTF.
0 KEY SEQUENTIAL KEY TO ATTRIBUTE KEY 3 RIGHT
FILE
1 FILE.NAME FILE NAME REQUIRED 5 TEXT
FILN
2 ATTRIBUTE ATTRIBUTE NUMBER REQUIRED 2 RIGHT
AT
3 NAME(®S) NAME OF ATTRIBUTE REQUIRED 15 LEFT
NAME (VALUE MARKS BETWEEN NAMES)
4 TYPE VARIABLE TYPE REQUIRED 1 TEXT
R=REQUIRED
O=0PTIONAL
I=INTERNALLY COMPUTED
K=KEY
5 DESCRIPTION « DESCRIPTION FOR ATTRIBUTE OPTIONAL 30 TEXT
6 FORMAT.CLASS -FORMAT CLASS OPTIONAL 4 TEXT
FRMT
7 CONVERSION ENGLISH CONVERSION OPTIONAL 6 TEXT
CONV (CONVERSIONS ARE DONE AFTER
SELECTS AND SORTS)
8 CORRELATIVE ENGLISH CORRELATIVE OPTIONAL 10 TEXT
CORR (CORRELATIVES ARE DONE BEFORE
SELECTS AND SORTS)
USUALLY, ALL CONVERSIONS
EXCEPT DATE AND DECIMAL WILL
GO HERE
9 JUSTIFICATION PRINT JUSTIFICATION FOR OPTIONAL 1 TEXT
ENGLISH
J R=RIGHT
L=LEFT
T=TEXT (LEFT, LONG TEXT TO
NEW LINE)
10 PRINT.LENGTH PRINT LENGTH OPTIONAL 3 RIGHT

LN
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11

12

AT#

13

14

15

ENGL.HEADING
ENGL

ENGL.DFLT.SEQ
SEQ

NAME(S) .............
INPUT.LENGTH
ILEN
INPUT.CONV

ICONV
PATTERN

COLUMN HEADING TO BE USED FOR
ENGLISH. ITEM NAME IS THE
DEFAULT
HEADING.
SEQUENCE NUMBER FOR ENGLISH
REPORTS
WITH NO OUTPUT SPECIFICATION

DESCRIPTION ....cocovviiiiiiiiiiiiiiiicincine

(SEE SECTION 2.9 IN ENGLISH
MANUAL)
MAXIMUM LENGTH (USED BY
SCREENPRO AND FC)

INPUT CONVERSION

INPUT PATTERN MATCH
EXAMPLES:
2N9A =2 NUMERIC, 9 ALPHA
3X1A=3 ALPHANUMERIC, 1 ALPHA
3N‘A’=3 NUMERIC, LITERAL ‘A’

OPTIONAL

OPTIONAL

OPTIONAL

OPTIONAL

OPTIONAL

10 TEXT

2 RIGHT

LEN JSTF.

3 RIGHT

6 TEXT

8 TEXT
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INTRODUCTION

Designing an information system, whether it is one of de-
cision making or decision supporting, often starts with the
identification of the objectives of the system. Information
is then generated and processed to meet these objectives.
In many transaction processing systems (also known as life-
stream systems or programmed systems) the objectives are
expressed in terms of reports, both scheduled and ad hoc
(output design). The content portion of this output design
is used to determine the information needs. Some of this
information may be computed internally (process design) or
input directly from an external source (input design).

This seemingly simple structure to the design of information
systems, however, becomes more complex as the problem
becomes unstructured. The absence of a structure is often
due to one’s inability to identify, a priori, the demands that
will be imposed on the system (objectives of the system),
or to ascertain the appropriateness of various mechanisms
used in achieving these objectives, or both. One’s inability
to identify the demands on the system makes the input design
difficult and the lack of an acceptable procedure for achiev-
ing these demands makes the process design dynamic. An
example of this is a planning system. Here the objectives are
numerous, conflicting and changing constantly, and the
methodologies used to achieve those objectives vary signif-
icantly in their scope, precision and complexity. This is one
of the reasons for the design of support systems for planning.
The design of these support systems is often complex and
no standard methodology exists, as of today, for the design
of these systems.

Significant research has been done in the top-down design
of large complex programs [1], and in the automation of sys-
tem design from a set of user specifications [2,3,4]. The use
of top-down approach to program and system design pro-
vides a modular approach and, thus, reduces the consistency
and maintenance problems. It was shown [5,6] that similar
benefits can be drived by relating the top-management’s
goals/objectives, expressed as functions of the chart of ac-
counts, to various decisions made in the firm using standard
financial flows of the firm. The objective of this study is to
develop a framework that can be used to accept a planner’s
requirements in terms of planning and operational activities
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along with their interdependencies, and provide a logical
specification of his/her requirements. This specification may
then be used as input to an automatic program generator for
detailed system design or it can be treated as a sub-schema
in a data base environment.

The discussion here is organized into four sections. Fol-
lowing this introduction, section one briefly describes the
case under consideration (newspaper industry) and its rep-
resentation as a hierarchical data model. We will also discuss
here some of the basic terminology and notation that will be
followed in later discussion. Section two develops a meth-
odology for the system design under two activity classifi-

-cation schemes. Section three suggests the approach that

will be used to the actual system implementation. Section
four illustrates some of the expected benefits of using this
approach along with some issues that need further study.

A HIERARCHICAL DATA REPRESENTATION

The major objective of a newspaper is to disseminate news
to various subscribers at a relatively low cost and the extent
of coverage that can be provided, to a large extent, depends
on the financial strength of the organization. Much of this
financial strength is derived from the advertising dollar that
it can generate as a major source of its revenues, and this
in turn depends on the amount of circulation. Four major
decision centers in an organization of this type are: Circu-
lation (subscription, paper distribution, and handling starts/
stops); Production; Editing; and Advertising (display and
classified advertiser selection and billing).

The financial strength is evaluated by creditors and/or
investors in a manner similar to one chosen for any money
making organization, i.e., by observing various financial ra-
tios. Since loyalty of subscribers often plays a greater role
in this business, the circulation department’s functions play
a critical part in ensuring accurate billing and reliable dis-
tribution. This becomes rather important when there are
competing newspapers catering their service to same market.
Problems related to this activity were the ones that initiated
this study. However, top management’s recognition that a
comprehensive system has to be designed ultimately for
proper integration encouraged us to view the system in its
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entirety for the purposes of design. The actual implemen-
tation will be done one module at a time with the first module
being the one associated with circulation decisions.

The financial state of this organization is represented by
a hierarchical structure shown in Figure 1. The nodes of this
tree structure correspond to various stock and flow (Balance
Sheet and Income Statement) accounts used by the orga-

cr
]
C D AR PPI NR
S D R & } n D
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¢c ¢ VvV E L ¢ 7T %
cC M E R £ D Y
c X A C S
C
UNIT 1
A - ASSET
LE - LIABILITIES AND EQUITIES
L - LIABILITIES
E - EQUITIES
CA - CURRENT ASSETS
0A - OTHER ASSETS
FA - FIXED ASSETS
CL - CURRENT LIABILITIES
LL - LONG-TERM LIABILITIES
RE - RETAINED EARNINGS
CE - COMMON EQUITY
C - CASH
AR - ACCOUNTS RECEIVABLE
PP1- PRE-PAID INSURANCE
NR - NOTES RECEIVABLE
SR - SUBSCRIPTIONS RECEIVABLE
D - DONATIONS
SL - SUBSCRIPTION LIST
VSL- VALUE OF SUBSCRIPTION LIST
CAS- CUM, AMORTIZATION OF SUB. LIST
INV- INVENTORY
ME - MACHINERY AND EQUIPMENT
FF - FURNITURE AND FIXTURES
AT - AUTOMOBILES AND TRUCKS
AP - ACCOUNTS PAYABLE
NP - NOTES PAYABLE
STL- SHORT-TERM LOANS
PWH- PAYROLL WITHHOLDING
AEX~ ACCRUED EXPENSE
USR- UNEARNED SUBSCRIPTION REVENUES
CNI- CURRENT YEAR NET INCOME
DIV- DIVIDENDS PAID
CS - COMMON STOCK

SR

=W
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Y

nization. The state of this system at time #(b") correspond
to the vector of values of each of the states (nodes) in the
system at time ¢. The state of the system changes from time
tto ¢+ 1 due to system flows (arcs) that correspond to various
monetary activities within the firm. To be consistent with
the accounting conventions, a flow is said to affect two states
at the same time. The convention adopted here is that the
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PS - PREFERRED STOCK . E-ADM - EXPENSES FROM ADMINISTRATION
APC- ADDITIONAL PAID-IN CAPITAL CC - CARRIER COMMISSIONS
BVM- BOOK VALUE OF MACHINERY CMC- ZND CLASS MAILING CHARGES
CDM- CUM, DEP. ON MACHINERY VEX- VEHICLE EXPENSE
BVF- BOOK VALUE OF FURN. & FIXTURE ER - EQUIPMENT RENTAL
CDF- CUM. DEP, ON FURN, & FIXTURE LS - LABEL SUPPLIES
BVA- BOOK VALUE OF AUTOS & TRUCKS CADC~ CIRCULATION ADVERTISING COMMISSIONS
CDA- CUM. DEP, ON AUTOS & TRUCKS TYC- TYPESETTING AND COMPOSITION
S - SALES CTS- CAMERA AND TYPESETTING SUPPLIES
OPE- OPERATING EXPENSE ELE- EQUIPMENT LEASE SPACE
SS - SUBSCRIPTION SALES PCP- PRODUCTION PRESS CHARGES
DS - DEALER AND STREET SALES PHS- PHOTOGRAPHIC SUPPLIES
DA - DISPLAY ADVERTISING WSR- WIRE-SERVICE RENTAL AND SUPPLIES
CA - CLASSIFIED ADVERTISING SCE- SYNDICATE CONTRACT EXPENSE
Il - INTEREST INCOME JEX- JANITORIAL EXPENSE
MS - MISCELLANEOUS SALES CLE- CLEARING
DR — DONATIONS REVENUE SDE- SUBSCRIPTIONS AND DUES-EDITORIAL i
SW - SALARIES AND WAGES ADA- ADVERTISING COMMISSION TO ADVERTISERS
PT - PAYROLL TAXES SDA- SUBSCRIPTION AND DUES BY ADVERTISING
UT - U.C. TAXES PAT- PAYROLL TAXES
R - RENT UCT- U.C. TAXES
PH — PHONE UTE- UTILITIES EXPENSE
0S - OPERATING SUPPLIES LAE- LEGAL AND ACCOUNTING EXPENSE
M1 - MILEAGE PAD- PROMOTION AND ADVERTISING EXPENSE
TE - TRAVEL AND ENTERTAINMENT INE~ INSURANCE EXPENSE
PE - POSTAGE EXPENSE DPE-~ DATA PROCESSING EXPENSE
SP - STATIONERY AND PRINTING BCH- BANK CHARGES
ME - MISCELLANEOUS EXPENSE RME- REPAIRS AND MAINTENANCE EXPENSE
CLE- CONTRACT LABOR EXPENSE DEX~ DEPRECIATION EXPENSE

E~CIR - EXPENSES FROM CIRCULATION

E-PR

- EXPENSES FROM EDITORIAL

E-ADV - EXPENSES FROM ADVERTISING

INTE-INTEREST EXPENSE
AMS- AMORTIZATION OF SUBSCRIPTION LIST
PPT-~ PROPERTY TAX

Figure 1—A hierarchical structiire representing the financial state.
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starting node of the flow was affected negatively by the flow
amount (credit entry in accounting) and the sinking node of
the flow was affected positively by the same amount (debit
entry). This means that all the asset and expense accounts
in b vector have a positive balance, and liability, equity and
revenue accounts have a negative balance with the total al-
ways adding to zero. This representation thus treats debit
entries which correspond to increases in asset accounts or
decreases in liability/equity accounts as positive and vice
versa.

This network representation yields an algebraic equation
(1) that relates the state at ¢+ 1 to state ¢.

b*'=Eb'+Sf 0))

The flow vector f corresponds to various monetary flows
(Table I) and the effect of any single flow on the states is
shown via a systems matrix S. Each column of this matrix
shows a flow’s positive, negative or zero effect on respective
states. As an example, the flow corresponding to ‘acquisition
of equipment for cash’ has a column in S-matrix as shown
below.

0 0..—-1..+4+1..+1..+1 0-1...1
ALE..CA..FA.. ME..BVM...C

Note here that the cash and current asset nodes have a neg-

TABLE I.—A Non-Exhaustive List of System Flows

Direction of Flow

Flow # Description of the Flow from/to (Cr/Db)
700 Subscription Sales - Cash ss/c
702 éubscripcion Sales - Credit SS/SR
704 Advertising Commission C/CADC
706 Cancellation c/ss
708 Carrier Commission c/cc
710 Dealer Subscription - Credit DS/SR
712 Postage Charges for Distribution by Mail C/CMC
714 Mileage Charges for Distribution C/VEX
716 Label Supplies - Mail Distribution c/LS
718 Rental Charges on Equipment AP/ER
720 Salaries and Wages - Circulation AP/SW
722 Phone Expense - Circulation AP/PR
724 Operating Supplies - Circulation AP/0S
726 Mileage - Other - Circulation c/M1
728 Travel and Entertainment - Circulation C/TE
730 Postage - General - Circulation C/PE
732 Stationery and Printing - Circulation c/sp
734 Miscellaneous Expense - Circulation C/ME
736 Contract Labor Expense - Circulation AP/CLE
738 Rent Expense - Circulation C/R
750 Photographic Supplies C/PHS
752 Wire Service Rental & Supplies AP/WSR
754 Syndicate Contract Expense AP/SCE
756 Janitorial Expense AP/JE

ative entry (credit entry) and book value of equipment, ma-
chinery & equipment and fixed assets have a positive entry
(debit entry). All other nodes are not affected and, thus, have
a zero entry. It is also important to note that the identifi-
cation of a set of widely used system flows in the organi-
zation predefines the interface between states and flows
through the definition of 'S’. The matrix E is simply an iden-
tity matrix with the diagonal elements corresponding to
states that do not accumulate between ¢ and ¢+ 1 set to zero.
If the increments in ¢ correspond to the reporting period (one
year), then all the entries in E corresponding to income state-
ment items are set to zero. This completes”the description
of the graphical and algebraic representation of the financial
state of the system.

Decisions made at various levels in the organization affect
the states of the system through a set of flows. By identifying
these ‘decisions centers,’ one can partition the flow vector,
f. This, in turn, will modularize the state vector and provide
a structure for the design. The methodology used for this
partitioning is discussed in [7] and will only be applied to the
case discussed here. The following conventions and termi-
nology are used for clarity in the presentation.

A decision block (D-block) is associated with a set of de-
cisions that are considered as a unit because these are either
made at a location georgraphically or functionally separated
from others, or considered inseparable in accomplishing a
specific objective that is clearly defined. We will look at each
case in the next section. A D-block, D', may need either X,
and/or X/ for generating an optimal decision. Here X, and
X/ correspond to exogenous state and flow values needed
by D‘. This is mainly determined by the decision maker in
cooperation with the recording (accounting) subsystem.
Identifying the flows f* associated with D', one can generate
sets Wi, V/ and U'. Here the sets U’ and V' represent the
states that are affected and exclusively affected by decision
i, while Wi={U'—-Vi}.

A level block (L-block) is defined as one that contains all
the decisions with same level number. The level number is
determined by observing the input/output interdependency
among various decisions. X,/ and X/ will automatically gen-
erate these level numbers using a simple algorithm [see (7)].
Conceptually the L-block identifies all the decisions that are
either independent and needed together for the next level
decisions, or mutually interdependent (each need inputs
from the other). The structure developed in the next section
will illustrate these two cases.

THE DESIGN ALTERNATIVES

In the last section we have seen the typical financial state
and the type of system flows applicable to the firm under
consideration. Some aggregation of the states was intro-
duced for clarity of the presentation and this in no way will
affect the design. An example of such an aggregation is
CASH which appears in many reporting documents in amore
detailed form such as ‘cash in bank,’ ‘cash in bank-payroll’
and ‘petty cash.” This amount of detail serves no additional
purpose but to depict the realism needed for certain reporting
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functions—a sub-objective of the total system. Let us now LEVEL
proceed with the identification of the design structure under
two specific cases. These should illustrate not only the pro- [_l

cedure used in the development of the structure but also the
critical issues that played a role in the selection strategy for
implementation. The implementation will be discussed in the
next section.

Case 1 5

N

The first case that is considered involves the identification
of decision centers as they currently exist. Even though
these are not explicitly stated, the responsibility accounting I 1
adopted by the company leads us to the identification of five
major decision centers—circulation, advertising, produc-
tion, editorial, and administration. These centers are also Ll
geographically separated. An analysis of each center’s ex-
penditures, independent as well as overlapping, provides a
clustering of nodes in the financial state as shown in Figure 1 |
1. The procedure used to generate this clustering is discussed
in [8] and follows the the natural sequence: activity—flow
(monetary)—nodes affected.

The second step in the structuring process is the deter- l 1
mination of the activity interdependence. For the case here
there is an observable dependency between circulation and
production—production requiring information on subscriber
data for scheduling and for evaluating specific charges. Ed- (a)
itorial and Advertising centers seem to operate independ-
ently of each other as do Production and Circulation except
for the transfer of technical data such as where to display
advertisements and how to organize the news. All the four
centers feed expenditure data to the administrative center '
for allocating fixed charges and for determining financial LEVEL
charges such as interest, tax and depreciation. Using this
simple flow sequence a structure is generated and is shown 4
in Figure 2(a). Table II summarizes these observations. Note 10
here that centers 2, 3, and 4 are flow-independent but the
flows associated with these are all necessary for center 5’s I
computations.

Conceptually the structure derived from the data in Table
I is a rearrangement of the nodes in the financial state such
that the activities of each decision center are mapped con-

)
W
N

AN
(Yo

same time, reducing the need to maintain large data matrices r ~T ] T

at each center. This feature has an appeal since its capability
to reduce the information transfer among units and yet pro-
vide needed interface can go a long way in decentralizing 2 2 3 6 7
the data base. Another important feature is the flexibility it

provides for testing various organization structures with re- T I 1

gard to their usefulness for a specific purpose such as re- L 1 1

sponsibility reporting, planning and managerial reporting.
Under a broader framework each structure may be treated 1 1 I 5

as a sub-schema (user’s view of data) that can be managed

by a data base. One may look at this as a situation where

a user instead of developing a sub-schema with all the set

relationships among records, which is typically the case in (b)

many DBMS systems, develops activity interdependence :

among decision centers. The system then generates a sub- Figure 2—A decision oriented hierarchy for cases 1 and 2.
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TABLE II.—Partitioning by Decision Center in Case 1

Decision Level
No. Center f | v ‘W Xb Xf No.
1 Circulation 700-738 SS,DS C,SR,AP - —-— 1
nodes in nodes in
Unit 1 Unit 6
2 Production 800-830 MS,DR C,AP, INV  -- 700, 2
nodes in nodes in 702,
Unit 2 Unit 6 706
3 Editorial 750-780 Nodes in C,AP, - - 2
Unit 3 nodes in
Unit 6
4 Advertising 850-878 DA,CA,I1 C,AR - - 2
nodes in nodes in
Unit 4 Unit 6
5 Administra- 900-954 Nodes in Nodes in - E-CIR’ 3
tive Unit 5 Unit 6, E-PR
all leaf E-ED
nodes of E-ADV
Balance E-ADM
Sheet

schema automatically for DBMS interface. This can be very
useful for personnel in management who are traditionally
comfortable in dealing with financial activities and their in-
terdependence rather than record relationships. Issues re-
lated to this will not be elaborated here but will appear in
future work by the author.

Case 2

Another design strategy is to classify activities not using
the organization structure currently in place (casel) but by
reclassifying them for better control. Some of the problems
identified in the preliminary and the detailed study of the
systems were mainly due to an overlapping of activities or
improper procedures used for controlling these activities. An
illustration of this is when the circulation center is made
responsible for distribution expenditures while production
is involved significantly in the distribution activity. A greater
logistic problem arises when a central data file is organized
by circulation not in an order (by customer name) that best
meets its objectives such as customer billing and subscrip-
tion updates but in an order (by zip code) that is needed for
distribution. In order to reduce the overlapping of activities

and to distribute data based on local need, a reclassification
shown in Figure 3 will be used. ‘

For this decision center classification, the activities are
identified, associated monetary flows determined and a new

ORDER > DISTRI-
PROCESSING BUTION
pronucrion

ADVER- ! PLAN-

TISING PAYROLL F INANCIAL
"|INVENTORY ADM,

SUPPLIES PERATIONS

Figure 3—A decision center classification in case 2.
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TABLE III.—Partitioning by Decision Center in Case 2
Decision Level
No. Center f v W Xb Xf No.
1 Order 700, 702, SS,DS, C,S,R - - 1
Processing 704, 706, CADC,
710 BSL
2 Distribution 712, 714, CMC,VEX, C,AP - 700, 702, 2
716, 718 LS,ER 706, 710
3 Production 800-810 MS,DR, C,AP,INV - 700, 702, 2
and nodes 706, 710
in Unit 2
4 Editorial 750-760 Nodes in  C,AP - - 1
Unit 3
DA,CA,IT
5 Advertising 850-858 Nodes in C - - 1
Unit 4
6 Payroll 708, 720, CC,SW,CLE, C,AP,PWH - 700, 702 2
736, 762, PAT 706
778, 812,
828, 860,
876, 900,
936, 952
7 Administrative 722, 726 PR,MI,TE, C,AP - - 2
Operations 728, 734, ME,PAD,RME
914, 920
and others
correspond-
ing to
similar
charges
from each
unit.
8 Inventory 724, 732, O0S,PE,SP, AP,C - - 2
Supplies 730 and INV,BME,
cimilar BFF,BAT
costs from
each other
unit.
9 Administrative- 738, 780, R, all Leaf nodes ~-- 724, 730 3
Financial 830, 878, nodes in of B/S 732, ...
954, 902 Unit 5 items. and all
...(except except others
914, 920) PAT, PAD
....,1000 and RME,
and all
other
leaf nodes.
10 Planning- 1001~ CS,PS,APC, CA CA,QA, - 4
Financial 1050 DIV,LL,CA FA,CNI
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structure is developed. This structure is illustrated in Figure
2(b) and the relevant data is presented in Table III. Note
that the level numbers for centers 4 and 5 can be one instead
of two as assigned here. The selection here is based on com-
putational convenience.

The objective of the study was to implement this structure
and to evaluate the benefits derived using this approach.
Note that the selection of this strategy is primarily based on
the relative importance of the data for cost accountability
and reporting needs. Other structures can be evaluated based
on the overall objectives of the firm and, as mentioned ear-
lier, this methodology for structure design facilitates quick
testing of each structure. The next section will discuss some
of the procedures that will be followed in the implementa-
tion.

THE IMPLEMENTATION

The decision center classification and the associated par-
titioning of the flow vector led us to a structure illustrated
in Figure 2(b). This structure consists of four L-blocks and
ten D-blocks. This section will show how this information
can be used to create a data base that can then be effectively
managed either by the use of DBMS system or by a file
management system. Let us first identify all the information
that needs to be maintained thus far about the structure.

The decision block 7 at level j is related to the sub-schema
at that level according to equation (2).

b,=Ayb, _y,+ gA,"b,/ )

{E. j

Here, b, is the vector of values associated with set x; L is
the set of leaf nodes of the schema (Figure 1), A, and A, are
the appropriate aggregation matrices, and I; corresponds to
the number of decision centers in level j. For example, the
L-block two contains five D-blocks: 2,3,6,7, and 8. See [7]
for more details on this mapping procedure.

To properly relate the set of D-blocks in one level with
another through a set of sub-aggregation points, a top-down
design is used. The L-block with the largest level number
is designed first and then mapping is done with the D-blocks
of the next level. Equation (3) shows the mapping between
levels i and i-1. The

bL—V,x':Ei-lbi—l ©)]

identity matrix E has zero entries on the diagonal elements
associated with those states (sub-aggregation points) that do
not transfer any valuable information from level i—1 to i.
These states are shown in parentheses in Table IV along with
the breakdown of nodes at each level.

Due to certain resource limitations, only a simple file man-
agement system will be designed for implementing this struc-
ture. At the end, however, it will be shown how a network
structure can be created from this information for possible
DBMS use. It is apparent at this stage that one needs to
maintain an output file for each level, a file for each D-block,
a process for each level to do the necessary algebraic map-
ping and a process for each decision. (See Figure 4.)

Each L-block i, say, is associated with an output file that
contains information on b, at that level which is used by the
higher level (i + 1) process to compute b, _, ;. using Equa-
tion 3. It also contains either fand v, or leads to fand v that

- are generated by the D-blocks of that level. Here L3 output

file will then contain either the values of the system flows
and non-monetary variables determined by the decision cen-
ter 9 (f°,v®) or the name of file(s) that contains them. The
process block associated with level i also performs the map-
ping of flows in level i to b; using b, _,;and b,/ according
to Equation 2. Note that b /= S/f where §/, a partition of
S, is induced by the partitioning of f.

LA pl0 pl0
PROCESS OUTPUT, pROCESS (€7
n9
@ @ PROCESS [ ]
L3
PROCESS D8 e
L2
PRQCESS | I
L1
PROCESS e 4

Figure 4—A mapping structure for the implementation of case 2.
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TABLE IV.—Inter-Level Mapping in Case 2

Decision
Level  Center U* L-V b
4 10 DIV, CS, PS, APC, | CA, OA, FA, CL, CNI | CA, OA, FA, CL, LL,
LL, CA CNI, DIV, CS, PS,
APC, A, L, LE, E,
RE, CE
N
3 9 C, AR, PPI, NR, BSL, INV, BME, BFF, | CA, OA, FA, CL, CNI,
SR, D, ASL, DME, BAT, PAT, PAD, RME, (OPE, SL, ME, FF,
DFF, DAT, AP, NP, notes in Unit 6 AT, all leaf nodes
STL, PWH, AEX, except R, leaf nodes | of Figure 1)
USR, R, LL, all of S, E-CIR, E-PR,
nodes in Unit 5 E-ED, E-ADV.
except PAT, PAD,
and RME
2 2, 3, 6/ Ms, DR, PAT, PAD, | SS, DS, DA, CA, II, | (E-CIR, ER-PR,S)
7, & 8. RME, INV, C, AP, BSL, C, SR, AP,
PWH, BME, BFF, nodes in units 3
BAT, modes in and 4
unit 1, 2, and 6 ‘F\\\I
(Except R) \\\\\\\\
1 1, 4, Ss, DS, CADC, BSL, - (E-ADV, E-ED)
& 5. DA, CA, 11, nodes
in units 3 and 4,
C, SR, AR

*Underlined node set in U corresponds to set V.

‘The output file associated with each D-biock has ail ihe
output information of that decision center, both monetary
and non-monetary. The process associated with a decision
center contains model(s) used to compute f. The exogenous
input they need (X ,, X, X,) will come either from or through
the output file of the next lower level. Certain procedures
to structure the modelling activity, if linear models are used
to compute f (this is feasible in the case of many accounting
functions such as cost allocations, interest and depreciation
computations, and payment and collection procedures), are
illustrated in [9] and will be used appropriately during the
implementation.

The identification of the mappings and the associated file
management can be automated once the system designer
identifies the flow partitioning, the exogenous flow or var-
iable data needed for making each decision, and flow com-

P S-pupay §

PROGE G T PV SV S S N iqi
putation (imocdel aciinitiony at Cai h decisi center, If a

o~ An
VIL ULLIOIVLIL Veililvi. A1 G

DBMS environment is used, the relationships can be iden-
tified as shown in Figure 5.

One can define this using a network data base. Note here
that all the set relationships and the instances of each record
type associated with a strategy can be automatically derived
simply from a users definition of activity/flow interdepend-
ence. This should facilitate a user to define the data instances

_in a language that is familiar to him/her.

At this stage, the actual implementation is not complete
and, hence, the benefits of, or difficulties in, the design of
systems in this manner cannot be evaluated objectively. It
is hoped that the modularity provided in this approach will
facilitate a step-by-step approach to the integrated system
design and some of the observations in this regard will be
made in another paper.
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INSTANCES
STRATEGY case 1
CASE 2
N
LEVEL 1
PRECEDENT
LEVEL LEVEL 2 OF CASE 1
LEVEL 3
N 1
¥ N
DECISION 1
DECISION DECISION 4 OF LEVEL 1
DECISION 5
T
SEVERAL MODELS
MODEL USED TO COMPUTE FLOWS
ASSOCIATED WITH
DECISION

Figure S—A data base schema for storing the planning data.

CONCLUSIONS

In this paper, we have seen how a financial state of an
organization, expressed in terms of chart of accounts and
flows affecting these accounts, can be partitioned into man-
ageable modules (levels and decisions) by using the concept
of decision center identification. With this modularized
structure a consistent mapping among modules both among
levels and within levels can be automatically generated.
Each module can then be designed independently so as to
meet the specific objectives of that module along with the
overall objectives of the organization that are expressed in
terms of the flows originating from this decision center. It
is shown that this structured approach to designing a system
not only facilitates a step-by-step design but also makes the
decentralization of the total data base feasible.

‘‘Integrate Now’’ approach often comes under criticism
since the identification of a large data bank (data and rela-
tions) that serves various users is difficult, and the imple-
mentation of such a data base to meet the uncertain and
dynamic processing requirements of these users is expen-
sive. By using this top-down structured approach, the dif-
ficulty of data bank identification is reduced since the in-
tegration is first limited to the financial flows that are well-
defined and crucial to the success of an organization. By
designing each module independently with the knowledge
of the extent of its interface to the total system, one should

be able to decentralize the data base to meet the specific
needs of the decision center associated with each module.
This decentralization becomes important as the trend con-
tinues toward the use of mini-computers and micro-pro-
cessors to meet the specific needs (ex: advanced modelling
capabilities) of some decision centers. Since most of the fi-
nancial reporting and planning activities of an organization
are centralized and controlled by top-management, the ap-
proach discussed here can transfer only the needed infor-
mation for modules to the center and still provide for a con-
sistent, modular, and possibly an inexpensive integrated
system.

SUMMARY

The paper illustrates a top-down design of an information
system for newspaper industry. The basic goals of the or-
ganization are used to structure the design process such that
a comprehensive system can be designed to support both
planning and operational activities. The modularity provided
by this structure facilitates not only a step-by-step approach
to the actual implementation of the system but also facilitates
distributed data management that is found to be convenient
for the case under consideration. The integration of the ac-
tivities is provided by the use of various accounting trans-
action types that appear in the normal reporting process.
Some other benefits of representing and designing the system
in this manner are also discussed.

REFERENCES

1. Donaldson, James R., ‘““Structured Programming,”” Datamation, Decem-
ber 1973.

2. Langefors, B., ‘““Some Approaches to the Theory of Information Sys-
tems,”” BIT 3, 1963, p. 229-254.

" 3. Teichroew, D., ‘‘Problem Statement Languages in MIS,”’ Proceedings,

International Symposium of BIFOA, Cologne, July, 1970, pp. 253-270.

4. Nunamaker, Jr., J. F., Konsynski, Jr., B. R., Ho, Thomas, and Singer,
Carl, ““‘Computer-Aided Analysis and Design of Information Systems,’
Comm. of ACM, Vol. 19, No. 12, 1976, pp. 674-687.

5. Tanniru, M., ““A Decision Support System for Planning,”” Ph.D. Disser-
tation, Northwestern University, 1978.

6. Blim, J. M., Stohr, E. A., and Tanniru, M., ‘‘Design of a Corporate In-
formation System,”’ Proceedings of IEEE Conference, Chicago, Novem-
ber, 1977.

7. Tanniru, M., “‘A Structured Information System for Planning,”’ presented
at the First International Symposium on Policy Analysis and Information
Systems, and will appear in its proceedings (1979). '

8. Stohr, E. A. and Tanniru, M., ‘‘The Design of a Corporate Planning System
Simulator,”” presented at the ACM Winter Simulation Conference-78,
Miami and appeared in the Conference Proceedings.

9. Blin, J., Stohr, E. A., and Tanniru, M., ‘‘A Structure for Computer Aided
Corporate Planning,”” Policy Analysis and Information Systems, Vol. 2,
No. 2, December 1978.






SID: a system for interactive design
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INTRODUCTION

A System for Interactive Design (SID) is a computer-aided
visual facility for hierarchical (or recursive) design of com-
plex systems. SID is built as a provision to make the potential
of our graph theoretical design tool RGF (the recursive graph
formalism) actually available to system designers. RGF,!-?
as we initially proposed in 1978, aimed at providing a logical
basis for interactive design evolution from global to detailed,
and/or from simple to complex.** RGF was actually applied
to designs of hospital information systems' and petrochem-
ical plants,® and was proven useful for logically detecting
and preventing human design errors and for computer-aided
design evolution. SID includes the capabilities of SARA of
UCLAS® and SADT of SofTech* which are known as the sys-
tem specification methodologies based on hierarchically
structured graphs. Related works using similar graphs in
other areas are H-graphs’ in language and automata theory,
and DRLH? in artificial intelligence.

Basically, SID consists of an interactive computer graph-
ics to display design specifications for designer’s visual in-
spection, a database system to verify, store, update, retrieve
and control the design specifications in a shared file, and a
design processor to execute design operations. In the da-
tabases, both design specifications and design operators are
stored to allow sharing of frequently used designs'- and de-
sign processes® as well. Another major task of the current
version of SID is to provide system developers with design
evaluation facilities. The motivation for this is to cut down
the system development cost by precluding the chances of

implementing ‘‘poor’’ (i.e., would be marked ‘‘poor’ if-

evaluated) designs.

DESIGN OF SYSTEM STRUCTURES AND
PROPERTIES

Any system design usually consists of the specifications
of the structures and properties of a system. The structure
describes the system organization representing its subsys-
tems (also called components, parts, or elements), environ-
ments, interfaces (also called ports, gates or terminals) and
their relationships. The properties describe various infor-
mation, associated with the system and its structure. A
graphical representation of the design specification is called
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a design schema. The system components, environments
and interfaces can have their own structures and properties,
and hence, for the sake of generality, can be recursively
viewed as systems again.

As a matter of fact, designer’s recursive view can go two
ways—from general to special and from special to general.
More precisely stated, when the structure of the system is
designed, any other systems related with it are classified into
three system categories depending on their relationship
types: (1) system category ‘‘environment,’”’ when the rela-
tionships are associations—that is, the systems are outside
a given system; (2) system category ‘‘subsystem,”’ when the
relationships are inclusions—that is, the systems are inside
a given system; (3) system category ‘‘port,”” when the re-

"lationships are interfaces—that is, the systems are on the

boundary of a given system.

Once the designing of the structure of the system is done,
the structure can be related with various records of infor-
mation in a database as its properties. As usual in any da-
tabase, each record consists of several fields. Depending on
whether a record is related with a system or a relationship,
it is called a system record or a relationship record. There-
fore, the design of the system properties is a simple matter
of relating the system structure with the database records.

RECURSIVE GRAPH FORMALISM (RGF)

The recursive graph formalism (RGF) is devised to com-
bine the following two major potentials of widely used in-
teractive design tools into one: (1) design visuality by dis-
playing graphs for easy human understanding and inspection
of hierarchical design evolution as typical in hierarchical
structure diagrams and system charts®7-?; (2) design auto-
mation by machine processing, analysis and evolution of
formally specified design as typical in various hardware de-
sign'® and program flow analysis methods. "

RGF consists of recursive graphs (R-graphs) to represent
design specifications, and recursive graph operators (R-op-
erators) to manipulate them.

R-graphs

Traditionally, the most popular way of representing struc-
tures is by a graph, because it is both visual and formal. A
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Figure 1—SID architecture.

graph G is simply a triple which consists of nodes N, arcs
A, and an arc function af specifying the ordered node pairs
to which arcs are incident. Then,

G=(N,A,af),
where af:A—N X N.

Usually systems are represented by nodes, and their rela-
tionships by arcs. To utilize all the powers of mathematics,
formalism and algorithms of graph theory, we extend graph
theory to incorporate designer’s recursive view of the system
structures and of the associated system records. First, an
arc function af is exiended io map an aic {0 a pair of node
subsets such that af:A—2" x 2V, This extension is useful for
a designer to relate groups of nodes by an arc. Next, a sub-
node function (sn:N—:2V), a port function (pt:N—2"), and
a subarc function (sa:A—2*) are annexed to incorporate in-
clusion relationships among systems, interface relationships
among systems, and inclusion relationships among associ-
ations, respectively. These extensions increase the structure

representation capabilities of graphs. Further extension is

done to give the property representation capabilities to
graphs. That is, a node semantic function (ns:N—NR) and
an arc semantic function (as:A—AR) are annexed to link
nodes and arcs to node records NR and arc records AR,
respectively. Thus, an R-graph is given by:

R=(N,A,af,sn,pt,sa,ns,as).

The domains of the functions af, sn, pt, sa, ns and as are
extended to incorporate the value ‘‘undefined (or under de-
fined)”’ and the value ‘‘overdefined (or redundant).’’'? The
value ‘‘undefined’’ indicates that ‘‘the value is not available
now but will come.’’ It is different from the “‘null”’ value
which means ‘‘the fact that no value exists is made sure.”

Given a design schema, repeated applications of sn and
pt to the nodes and of sa to the arcs produce a hierarchy of
the nodes and that of the arcs, respectively. We call them
a node hierarchy and an arc hierarchy. Given a node or an
arc of any hierarchy, the nodes or arcs produced earlier are
called its ancestor nodes or arcs. It is reasonable to assume
that in actual system design, any system cannot be subsys-
tems (or ports) of two different other systems at the same
time. Hence, in the rest of this paper, we only consider the
case where the node hierarchies and the arc hierarchies form
DAG (directed acyclic graphs). This actually increases the
logical clarity of our formalism.

Design schema base

Two groups of records, one representing the structures
and the other representing the properties of a system, are
stored in a design schema base separately and as flat tables,
so that both can be freely combined and utilized depending
on application views.>'* As a matter of fact, to substantiate
this flexibility of table forms, we applied a pointer array tech-
nique to implement a database mapping. Figure 2 illustrates
how a given R-graph is stored in a design schema base. In
the structure base, node identifiers NID and arc identifiers
AID are used as the primary keys of the tables which: define
functions af, sn, pt and sa. In the semantic base, tuple iden-
tifiers TID are the primary keys of node record NR and arc
record AR. We now can define the structure-semantic map-
pings, ns and sa, as pointer arrays using only these identi-
fiers. Hence the structure base and the semantic base can
be updated as independently as possible. Please note that
the meaning of symbols in Figure 2 are found in Figures 3
and 4.

R-operators

All the elementary operations to a node or an arc of a
design schema are performed by recursive graph operators
(R-operators). Such most primitive operations are collec-
tively called an R-graph processor. Since design schemas
are represented as flat tables, actually a table handler can
be used as an R-graph processor. Throughout this paper,
whenever necessary, R-operators are defined each time and
used rather intuitively to increase the readability.

DESIGN PROCESS FORMALIZATION FOR DESIGN
PROCESS SHARING

Design processes often contain similar and/or common
basic processes, for example, to produce, integrate, reduce,
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R=(N,A,af sn,pt,sa,ns,as)
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Figure 2—Recursive graph components.

analyze and verify a design schema. In SID, a design course
of a system interactively specifies a shareable design process
as a sequence of R-operators. We call such a shareable de-
sign process also a design operator. Actually, these pro-
cesses are stored in a design process base for a designer’s
later use and/or for sharing them among designers. They are
driven through an interactive design command, issued by a
designer. Combined with the design schema base, this design
process base provides a flexible and powerful graphics-ori-
ented tool for designers.

In the rest of this paper, we show examples of design pro-
cesses to be shared. We also show that these design pro-
cesses are actually representable in a common formalism of
R-operators. For illustration, a well-known case of designing
a type of concurrent system, a pipeline system, is examined.

A pipeline system is a system which inputs a text from a
card reader, formats it, and outputs it to a line printer.’* The
text is formatted so that each text begins and ends with a
blank page, each page begins and ends with a blank line, and
each line is surrounded by blank margins. There, inputting,
formatting and outputting a text are processed concurrently.
The global architectural design of the system is represented
in Figure 5. The symbols used in this figure are explained
in Figures 3 and 4. ““Type Name”’ lists the reserved types
of systems or of associations, ‘‘Graphic Symbol”’ is for dis-
play, and ‘“Meaning’’ is for annotation.

Type Name |Graphic Symbol Meaning
A machine represents a system which performs multiple
E . functions and consists of routines performing those
8 Machine functions and data for communication among those
2 routines.
©n
H N A routine represents a system which performs a single
g Routine function.
<
o . )
g | Communication A communication box represents a structured interface for
= box. communication among routines.
Routinecall D A routinecall represents an invoking of a routine.
. An assi a of
Assignment Ej evaluations and data transfers.
£ .
g A case represents a multiway control branch by a selector
& expression evaluation.
o
2
< | Token holder A A token holder represents a place in Petri net model.
2
E is a-port for control entry and exit of a
E Control port A control _pon is a.pt Yy
macro active system.
A fork and a join represent a transition having only one
Fork, Join i ing and one ing c-flow, respectively, in Petri net|
model.
Data storage <:> A data storage represents a system holding some data.
£ A a of a machine or a
@ Parameter routine.
&
,“a’ An access channel represents a place through which a data
@ | Access channel ® is transferred between the inside and the outside of a macro
& active system.
Figure 3-—Reserved system types for concurrent system design.
Graphic  Symbol
Type Name Combination of systems connected by Meaning
each association in the followings does
not exhaust all possibilities.
Data-flow o v Primitive active system P reads data D1
(abbr. d-flow) n and writes data D2.
. >/ D2
=
2
s
g Control-flow Activation of primitive active system P1
z precedes that of primitive active system
2 | (abbr. c-flow) P2.
E
&
Routinecall-flow Routine R defined at the destination of
a routinecall-flow is invoked at the origin
(abbr. r-flow) of the flow.
" A control-link indicates existence of
Control-link ntrol-fi from ports of i
(abbr. c-link) box Cl1 to those of communication box
C2.
=
'% A use-link indicates existence of
§ Use-link routinecall-flows from the inside of
s (abbr. u-link) routine R1 to routine R2, and represents
g that routine R1 uses routine R2.
=

Hierarchy-link

(abbr. h-link)

A hi link indi i of
use-links from routine R or the inside
of machine M1 to the inside of machine
M2, and represents that M1 and R are
implemented by using routines of M2.

Figure 4—Reserved association types for concurrent system design.
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Figure 5—A design schema of the global architecture of a pipeline system.

Design integration/reduction operators

Here, very often used design processes for hierarchical
design evolution, such as design integration, design abstrac-
tion and design reduction, are considered. We show that they
actually can be defined in a form, applicable to general design
schemas, and hence shareable among the designers.

Suppose a designer designs an input/output buffer ‘‘io-
buffer.’’ It is intended to be used as a common design schema
of both the ‘‘inbuffer’’ and the ‘‘outbuffer’’ subsystems of

a pipeline system which is shown in Figure 5. Figure 6 con-
tains design schemas R2-R6 used in the following discus-
sions. They are all specified in a shareable design form of
R-graphs and stored in a design schema base. The designer
starts to identify, as the subsystems of ‘‘iobuffer,”” the
shared data storage ‘‘contents’’ and two routines ‘‘receive’’
and ‘‘send”” which operate in parallel, communicating
through the c-link ‘‘synchronize’’ as shown in design schema
R2. Next, the designer refines ‘“‘receive,”’ by specifying its
data flow as shown in R3 and also its control flow as shown
in R4. Thus, the phase of designing the ‘‘iobuffer’’ subsys-
tems is completed.

Now the design gets into the phase of subsystems inte-
gration. First, the designer produces the fully specified de-
sign schema of ‘‘receive’” as R5. Actually, this design pro-
cess is defined as an operation of integrating R3 and R4 by

merging their common parts. In this case, the parts to be
merged are two node pairs. One pair is (‘‘receive’” in R3,
“receive’’ in R4). The other pair is (‘‘text: =contents’’ in
R3, “‘text: =contents’’ in R4). We specify the integrating
process as a JOIN operation:

R5=JOIN(R3,R4), {(‘“‘receive’’ in R3, ‘‘receive’’ in R4),
(““text: =contents’’ in R3, ‘‘text: =contents’’ in R4)},

$),

where & denotes an empty set (in this case, of arc pairs).
This is just an instance of a general form

r1 =JOIN(r2,r3,SN,S4),

where r2 and r3 are design schemas to be joined, rl is the
resulting design schema, and SN and SA are lists of node

- pairs (including ports pairs) and arc pairs, respectively, to

be merged. Since general forms are obvious from their in-
stances, only instances are shown in the following discus-
sions. ‘
Next, the designer inserts schema RS into the ‘‘receive”
node of R2 by matching port pairs (“rsyn’’ in R2, “rsyn”
in RS) and (“‘contents’’ in R2, ‘‘contents’’ in RS), and pro-
duces R6. This process is also defined as a ZIN (zoom-in
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Figure 6—Design schemas appearing during the iobuffer design process.

node) operation as follows:

R6=ZIN(R2,RS, ‘receive’” in R2, {(*‘rsyn”’ in R2, “‘rsyn”’
in RS), (“‘contents’’ in R2, ‘“‘contents’” in R5)}).

This completes the subsystems integration phase. So far, we
have identified two general integration operators, JOIN and
ZIN.

We now consider a case where the designer likes to see

an abstract (i.e., global) structure of a given schema. For

example, in schema R6, the designer wishes to hide the un-
interested details of ‘‘receive.’’ This is done by applying
ZON (zoom-out node) operation to R6 to obtain more global
schema R2:

R2=ZON(RS6, ‘receive’’);

conversely, the designer can extract the interested inside
detail of ‘‘receive’’ by EXN (extract node) operation:

RS=EXN(R6,‘‘receive’’).

Furthermore, if the designer wishes to analyze RS from
the view point of data flows, he or she uses SEL (select)

operation for gathering the related nodes {*‘receive”’, ‘‘text’’,
‘‘text: =contents’’, ‘‘contents’’} and arcs {*1”’, “m”’}, and

gets R3:

R3=SEL(RS, {*‘receive’’, ‘“‘text’’, ‘‘text:=contents”’,
“Contents”}, {“l”, umn})’

or uses DEL (delete) operation for removing some nodes
and arcs as the unnecessary details of RS:

R3 :DEL(RS,{“B”,“E",“rsyn”,“i",“0”,“j”,“f”,“]”,
"F”},{“a”,"b”,"C”,“d",“e”,“f”,“g“,“h”}).

Design survey operators

A survey operator is a typical example to see how a design
operator can be implemented by using R-operators and other
design operators. For the detailed definition of the survey
operator as a sequence of R-operators, please refer to Ap-
pendix 2.

A survey operator produces a design subschema by
surveying a given design schema from a specific point
of view. We now define a general survey operator
SURV(R,NC,AC,SC) to search any given design schema R
so that a designer can find such portions of R that satisfy
his or her point of view. A general way of specifying a point
of view is as a set of search conditions. In this case, they
are NC, AC and SC. We give here a little bit of terminological
preparations to explain search conditions. A set variable is
a variable which takes a subset of values. A variable to rep-
resent a field of a database record is an example of it. A field
name variable is a variable which takes a field name as its
value. We are now ready for explaining search conditions.
The first search condition NC, called a node search condi-
tion, is in a form NC,/\...ANC,, where NC;=(NKEY; of
NFIELD,). NKEY, is a set variable, and NFIELD is afield
name variable. NC; indicates to select nodes if and only if
their record contains one of the search key NKEY, in the
field NFIELD;. The second search condition AC, called an
arc search condition, is defined in the same way with NC,
by using field name variables {AFIELD ,,...,AFIELD .} and
set variables {AKEY,,...,AKEY ,}. The third search condi-
tion SC, called a structure search condition, is in a form
(struct by SKEY), such that a set variable SKEYC
{“NODE”,*“ARC”’}. ““NODE"’ and ‘“ARC"’ are literal con-
stants, which, if appear in a given SKEY, indicate to select
all the ancestor nodes of nodes satisfying the search con-
dition NC in the node hierarchy, and to select all the ancestor
arcs in the same way for AC, respectively.

Examples of quite commonly taken viewpoints are a *‘flow
of control’” and a “‘flow of data.”’ As search conditions, we
need to use only arc search conditions with ‘‘c-flow’’ for a
control flow, and ‘‘d-flow”’ for a data flow. Thus, the data
flow R3 and the control flow R4 of a given design schema
RS in Figure 6 are generated by simply applying SURV to
RS as follows:

R3=SURV(RS,,({d-flow’’} of ““TYPE""),(struct by
{"NODE’’})),

R4=SURV(RS,,{*‘c-flow’’} of “TYPE”’),(struct by
{"NODE’’})),

where node conditions are null.
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Design dnalysis and evaluation operators

Design analysis and evaluation operators are key tools
which designers need to use in management of system de-
velopment. In principle, application of them directly to a
given design schema gives us the results of design analysis
and evaluation. Experiences of systems development tell us
that modularity is one of the most important common factors
when evaluating various designs. The better the modularity
of a design, the smaller the range of ripple effects that the
modification of the design causes. Therefore, when main-
taining or adapting the design to application changes, good
modularity certainly localizes the ripple effects of design
modification, thus decreasing the maintenance cost. Early
analysis and evaluation of a design by modularity or any
other measures have another significant managemental
meaning. As mentioned before, it also certainly decreases
the life cycle cost of the system being developed. This is
because system developers can avoid implementing designs
which are evaluated as ‘‘poor.”” As a case study, we
illustrate in the following the use of SID, especially RGF,
for defining a modularity analysis and evaluation operator.

Modularity

Modularity of a set of systems defined by Myers” is
known as an effective measure of ripple effects when one
of the systems is modified. We show here that his definition
can be formulated based on RGF and then can be evaluated
automatically. As an example, we apply the results to eval-
uate the modularity of R7 in Figure 7. R7 is the design schema
of the formatting subsystem of a pipeline system.

Suppose systems are connected only through shared data.
Such data sharing is classified into three types specified by
the following three predicates. Note that in the rest of this
paper ‘‘the system represented by node x’’is simply called
“‘system x’’, and ‘A is defined by B’ is denoted as
“A2B”; (1) share (x,y) £ system x and system y have access
to'common data d; (2) consist (x,y) e system y has access
to data d which is a component of system x; (3) pass (x,y)
£ system x invokes system y passing at least one parameter.

The above predicates are formulated in Appendix 1 based
on RGF,

LSHHEE AR S 5 4

Modularity operator MDL(R) for design schema R first
identifies all these relationships among systems {x,} such that
xeN and (stype(x;)=‘‘machine’’ or ‘‘routine’’), and rep-
resents them in nXn square connectivity matrix C=(C),
where ith column and ith row represent system x;, and n is
the number of systems {x;}. Each matrix entry C; is defined
such that

Ci,--A—-tij+s!~,S+cUC+pijP
where ;2if i=j then 1 else 0;
s (-,-éif share(x;,x;) then 1 else 0;
c ,-jéif consist(x,,x;) or consist(x;,x;) then 1 else 0;
p,-jéif pass(x;,x;) or pass(x;,x;) then 1 else 0.

In the above, S, C and P are the probabilities that the mod-

R7:

copyprocess

Figure 7—A design schema representing Hansen’s design of the formatting
subsystem of a pipeline system.

ification of system x causes the modification of system y
which is connected to system x through data sharing spec-
ified by share, consist and pass predicates, respectively.
Myers’ estimated values of these probabilities are as follows:
§=0.7, C=0.6 and P=0.2.

For example, the connectivity matrix of R7 is presented
in Figure 8. Using such a connectivity matrix, modularity
MDL(R) is defined such that

MDL(R) = (2 jot1,mZ jer1,mC y)/n.

MDL(R) means the expectation of the number of the systems
which must be modified when one of the systems {x,} is
modified. Now, MDL(R7) is evaluated by using Myers’ val-
ues as follows:

MDL(R7)=(17+ 108 + 12C + 14P)/
17=1+0.595 +0.71C +0.82P=2.0

CONCLUSION

The capabilities of a System for Interactive Design, SID,
currently tested at the University of Tokyo, were demon-
strated. Their features are summarized in two points: ‘‘log-
ical exactness’’-*“flexibility”’ combination, and ‘‘design’-
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Figure 8—Connectivity matrix of Hansen’s design of the formatting subsys-
tem of a pipeline system.

‘“‘design process’’ sharing. Shared design processes, called
design operators, included design integration, abstraction,
analysis and evaluation operators. It was a realization of our
recursive design methodology RGF based on an extended
graph theory. For illustration, some results of its applications
to concurrent system design were also given.
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APPENDIX 1

The predicates share(x,y), consist(x,y) and pass(x,y) can
be formulated based on RGF as follows:

TRUE ... if
x=y/\(3deN)(brother(x,d)/\
channelaccess(x,d)/\brother(y,d)/\
channelaccess(y,d))

FALSE ... otherwise.

TRUE ... if
yesn(x)/\(deN)(dechn(X)\channel-

access(y,d))
FALSE ... otherwise.

TRUE ... if (3aeA)(afla)={x},{yD)
Natype(a)=“‘u-link’’)
N @pept(x))(stype(p) = ‘parameter’’)
FALSE ... otherwise.

share(x,y) 4

consist(x,y) £

pass(x,y) e

There,
J L
chn(x) £ sn(x)Upt(x),

y ... if QyeN)(xechn(y))
parn(x) é{ NIL ... otherwise (NIL stands for an
undefined value),

a ) TRUE ... if parn(x)=parn(y)
brother(x,y) = { FALSE ... otherwise,

a value of the type field of system record

stype(x) 4 1)
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a value of the type field of association record

A
atype(a) = as(a),

( TRUE ... if stype(s)e
{**machine’’,*‘routine’’}
Nstype(d)e{* ‘data
storage’’,‘‘parameter’’,‘‘access
channel’’}
channelaccess(s,d) £ { /\(3pept(s),JacA)(stype(p)=*‘ac-
cess channel’’/\(af(a) = ({p},{d})
Vaf(a)=({d}.{p}))
Natype(a)=*‘d-flow’’)

FALSE ... otherwise.

APPENDIX 2

Survey operator SURV(R,NC,AC,SC) is defined as a se-
quence of R-operators in the following.

procedure SURV(R,NC,AC,SC)

/*comment
NCA(NKEY, of NFIELD))/\.../\(NKEY,, of
NFIELD,,),
AC£(AKEY, of AFIELD))/\.../\(AKEY, of
AFIELD,),

SC# (struct by SKEY),
Xo,X,,....X,.,SX £ anode set variable,

Ay,Aq,...,A,,SA £ an arc set variable,
comment end*/

begin SURV

STEPI: Find all arcs {a} of design schema R, and set
Ag:={a} and i:=0.

STEP2: Repeat [select from A; all arcs {a} such that the
arc record of arc asA; has a value in a given search
key AKEY,;., at the field AFIELD,,,, set A, ,:={a}
and increment i by 1] until i=n.

STEP3: If ““ARC”’ ¢ SKEY then find all ancestor arcs
{a} of arcs A, in the arc hierarchy and set SA:={a}
else SA:=¢.

STEP4: Find all nodes {x} connected by arcs A,USA,
set Xo:={x} and i:=0.

STEPS: Repeat [select from X; all nodes {x} such that
the node record of node xeX; has a value in a given
search key NKEY,,, at field NFIELD;,,, set X,.;:=
{x} and increment i by 1] until i=m.

STEPG6: If ““NODE’’¢SKEY then find all ancestor nodes
{x} of the nodes X,, in the node hierarchy and SX: =
{x} else SX:=¢.

STEP7: Execute SEL(R,X,,USX,A ,USA).

end SURV

Note that for a given set S, if variable v is set variable
ve2S, while veS if v is a (usual) variable.
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INTRODUCTION

During the past few years there has been an increasing trend
toward the development of on-line computer systems. By
1980 it is estimated that 70-80 percent of all larger computer
installations will support some networking capability.! This
trend has resulted in an increasing network user population
and varying applications for computer-communication net-
works. Furthermore, due to economics, the prevalence of
single-application networks is giving way to increasing num-
bers of multi-application networks.

This increase in the interconnection of computers has
brought into focus the complexity of network design. While
this is due partly to the size and diversity of computer net-
works, it is also due to the proliferation of available network
hardware and facilities. As an example, there are over fifty
different vendors (sales greater than one million/year) of data
communication oriented hardware, and over twenty sup-
pliers of data transmission facilities.?

NETWORK DESIGN

As with any system, computer communications networks
are made up of various interrelated components, all of which
are critical to the network design process. Some of these
components (i.e. multiplexors, modems, terminals, etc.) are
physical in nature, that is, they specify a piece of hardware
or software with certain performance properties. Some net-
work components, however, are not physical in nature but
rather are considered to be logical components of network
design. These include such design inputs as response time,
security levels, and specification of user interactions. The
logical design components are as critical to the design pro-
cess as the various physical elements. Figure 1 presents a
partial list of the physical and logical design components.

The main objective function in designing a computer com-
munications network is the production of a minimum cost
network which satisfies user performance requirements and
design criteria. It is usually the case that an exact quanti-
fication of these parameters and constraints is not always
possible. This is due to the unavailability of exact data re-
garding various network components. Estimation of the de-
sign parameters and constraints is accomplished by a study
of user needs, by various statistical methods or by adopting
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industry standards. These approximations introduce errors
in the design models employed during network design and
analysis. The network planner also faces problems in decid-
ing which network parameters are important to the design
problem at hand; for example, some problems may require
that modem turnaround time be specified exactly, while oth-
ers may accept a rough approximation to this parameter.

Network design life cycle

The network design life cycle shown in Figure 2 reflects
the general system design life cycle which has been pre-
sented by various authors.? It should be stressed that the
difficult phases of the evaluation of user needs and design
parameter determination in the design life cycle are often
slighted by network designers.

Organizational impact

This design component is common to all systems design
problems. We must completely analyze the impact of the
proposed network or modifications to an existing network
on the overall organizational structure. This impact analysis
includes consideration of how much support upper manage-
ment will give to the network during planning/design stages
and eventual use of the system. In addition to analysis of
the network impact on the current organizational structure,
it is also necessary to measure the impact of the proposed
system on future expansion and organizational goals.

Time-value of data

Data sent to or requested from the network must be pro-
cessed within a given time period; therefore, it is necessary
to evalu]ate network requirements based on response or other
time performance criteria. This function is difficult to meas-
ure because it requires estimates by users who often have
little or no idea about what they really want. Time-value of
data also refers to the fact that some data may be made
available almost instantaneously over a network but may not
be used immediately. An example case is where a monthly
status report is generated within five minutes of a request
but is not used for a week after production.
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TOPOLOGY/NETWORK ARCHITECTURES
MULTIPLEXING/CONCENTRATION
LINE TYPES

TRANSMISSION TYPE AND METHODS
MODEM TYPES

ERROR DETECTION AND CORRECTION
MESSAGE FORMATS AND ROUTING
MESSAGE SWITCHING TECHNIQUES
TERMINAL TYPES

PROTOCOLS

BACKUP CONFIGURATIONS
INTERFACE STANDARDS

USER INTERACTIONS

CARRIER SELECTION

Figure 1—Design components and parameters.

Traffic profiles

The definition of the information traffic profile is another
area where quantification may not be possible; estimates of
the type and arrival statistics of the incoming and outgoing
data streams at a particular network node must be made.
The network design process must provide some analysis and
insight into the sensitivity of network performance due to
variances of message structural estimates and assumptions.

Reliability analysis

Reliability normally is analyzed based on equipment fail-
ure rates (MTBF,MTTR) and data transmission error rates.
Equipment failure can be measured on a statistical basis or
on past experience while message error rates are a function
of the error detection and correction features of the network
and the line transmission error properties.

DETERMINE ORGANIZATIONAL IMPACT
AND
USER NEEDS

|

> TIME VALUE OF DATA

l

TRAFFIC PROFILES

l

RELIABILITY ANALYSIS

\

OPTIMIZATION

l

COST/PERFORMANCE TRADEQFFS ——————>> PROPOSED
NETWORK

Figure 2—Network design life cycle.

Design optimization

There are two major steps in the design optimization pro-
cess: (1) performance evaluation based on a given set of pa- .
rameters and (2) determination of cost/performance trade-
offs. In the first step, a set of design parameters is specified
and resultant performance is determined. The second step
requires that a cost be determined for a given set of param-
eters and that cost/performance curves be established.

NETWORK DESIGN SYSTEM (NDS)

The Network Design System developed at the University
of Arizona is an attempt to formalize the network design life
cycle into a computer-aided design process (see Figure 3).
NDS uses a Decision Support Philosophy* which provides
the network planner/designer with maximum flexibility in
the creation of an optimized data communication network
that meets previously discussed design criteria and con-
straints. Using this methodology, the network planner/de-
signer is concerned about what NDS can do in terms of net-
work design and not the details about how it goes about its
processing tasks. In particular, interfaces to the various de-
sign models are made as user transparent as possible.

Network plannerldesigner

The human interface to NDS is the network planner/de-
signer; in most cases this consists of a-group of individuals
making up the planning/design team. These individuals state
the network parameters and constraints to NDS using the

NETWORK PLANNER/DESIGNER &

NSL

LN

L, A Ee—_ NETWORK

. " DATABASE

PLANNER/DESIGNER
QUERY INPUTS

y

SODA/N
MODEL ANALYSIS

v
PROPOSED NETWORK CONFIGURATION ~——————3»

Figure 3—NDS Flow.
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Network Specification Language (NSL) and the Network
Statement Analyzer (NSA) query system.

Network statement language (NSL)

NSL is similar in form and structure to PSL’ which is
designed to provide a user with methodology for the state-
ment of requirements of an information processing system.
NSL, in a form compatible with PSL, allows a user to state
design requirements for computer communication networks.
The language provides an interface with a set of design
models and is the main user contact with NDS. The current
implementation of NSL has fourteen sections and thirty-five
connector words or individual statements acting as ‘‘adjec-
tives” in describing their particular sections. NSL allows the
description of the physical and logical network constructs
discussed previously. NSL section types, individual state-
ments, and connector words are shown in Table I.

NSL is specified using the META/Generalized Analyzer®
methodology of the ISDOS project based at the University
of Michigan. Both META and the Generalized Analyzer are
in a significant prototype stage and are not currently avail-
able to the general public.

META analyzes the description of NSL and produces a
database containing the language structure. After NSL has
been specified and processed by META, the META Gen-
eralized Analyzer (GA) processes user-supplied NSL prob-
lem statements, analyzes the syntax and portions of the se-
mantic relations and iteratively builds the Network Database.
NSA uses the constructed database for its processing re-
quirements.

Basic flow between NSL, META and the Generalized

' TABLE L.—NSL Reserved Words
NSL_SECTION TYPES

NODE HOST

TOPOLOGY DATABASE
TRAFFIC MULTIPLEXOR

INFORMATION~USER TERMINAL
TERMINAL~USER INFORMATION~CENTER
APPLICATION LINE

REPORT DATA-SET

NSL_STATEMENT TYPES

TERMINAL INTELLIGENCE HOST .
MULTIPLEXOR INFORMATION-USER RESPONSE
TOPOLOGY TERMINAL~USER SIZE

HOST SEE-MEMO DATABASE
LINK TRAFFIC SEE-MEMO
FAN-IN FLOW HAPPENS
FAN-QUT KEYING LOCATION
PROTOCOL PRIORITY RELIABILITY
TYPE GENERATES COST

MODE RECELVES SECURITY
ERROR SYNONYMS DESCRIPTION
KEYWORDS APPLICATION

NSL _CONNECTOR WORDS

TO BY
FOR VIA
IS ARE

TARGET LANGUAGE -—3> META Language —— META  ———> Diagnostics and

DEFINER Statements SYSTEM Documentation
META Target
DATABASE Language

Tables

TARGET LANGUAGE ———> Target Language ——>» GENERALIZED 3 Diagnostics and
USER Statements ANALYZER Documentation

Analyzer
Database

Figure 4—META system and generalized analyzer.

Analyzer is shown in Figure 4. The target language (NSL)
is defined using META constructs; META then analyzes the
target language and creates a database containing all target
language objects types and their language inter-relationships.
At this stage, META produces error diagnostics and various
reports for further analysis and documentation.

After the target language has been successfully processed
by META, sets of tables for the Generalized Analyzer are
produced. The Generalized Analyzer enters the NSL net-
work description into the network database and produces
a series of reports which can be used by the network designer
for documentation and/or analysis purposes.

Network statement analyzer

The Network Statement Analyzer is the NDS processor
designed to accept network specifications produced by NSL
and also obtain and process design inputs and report requests
obtained by the query system. The NSA query processor
produces a menu which allows the NDS user to select the
supported NSA statement types as shown in Table II.

Consistency checks on the database produced by META/
GA are performed by NSA. An NDS user can select checks
based on various hardware connections: among these,
whether all nodes in a proposed network can be reached by
all other nodes, making sure that line and terminal speeds
match, and verification of proper multiplexor/concentrator
connections.

SODA/N

The Network System Optimization and Design Algorithms
provide a set of models used to evaluate various design al-

TABLE II.—NSA Supported Statements
NDS/NSA STATEMENT TYPE
QUERY

PURPOSE

Activate NSA query processor

MODEL Activate NDS supported models

CONSISTENCY Perform consistency checks on the
network database

MACRO Activate the NSL macro pre-processor

INVENTORY . Various network reports
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ternatives. In the current implementation of NDS, five de-
sign models are available; overall model implementation and
integration philosophy is to create a design interface which
requires minimum user interaction. Qutputs from the models
are also processed by NDS so that minimum user interpre-
tation is needed; the user is only concerned about what in-
formation the models provide and not details on how they
provide that information.

The models derive their inputs from two sources: NSL
design specifications and NSA user interactions. The NSL
design specifications produce a set of initial network con-
ditions and assumptions to the design problem, while user
interaction with NSA produces various design constraints
and performance criteria. As an example, Table III shows
the interaction between NSL, NSA and a capacity assign-
ment model.

EXAMPLE

To illustrate the various components, the NSL section
types NODE, TOPOLOGY, and TRAFFIC are implemented
using the META methodology. The syntax description of
these sections and associated statements are shown in Ap-
pendix A.

After the NSL syntax for the three sections and associated
statements has been defined, the META representation for
the abbreviated NSL is produced (Appendix B); this rep-
resentation requires that all keywords, noise words and ob-
ject types be defined. In addition, the relationship between
objects must be specified along with template forms of the
statements themselves. As was discussed previously, the
result of this process is a database containing all the NSL
language relationships and interface tables for the General-
ized Analyzer. The system also produces a set of reports
showing language structure and interrelations; a sample of
this report type is shown in Appendix C.

NSL statements describing the proposed network design
are input to the Generalized Analyzer. The Analyzer checks
the incoming NSL syntax and places the NSL constructs

TABLE II.—Capacity Model Parameters
NSL-SUPPLIED PARAMETERS

Parameter Obtained From
T.k Messages/sec between TRAFFIC-SECTION
J two network nodes j,k
Njk  Connection matrix showing TOPOLOGY-SECTION

direct connections between
nodej and node K

NSA-QUERY PARAMETERS

u. Average length of messages
over communication link i

C Overall network capacity

R Message Routing

- into the META database. After all NSL descriptions have

been processed, the Network Database is ready for access
by NSA and its associated reports and models. _

In order to show this process in greater detail, consider
the small network shown in Figure 5 consisting of four
NODEs (NODE1-NODE4) and five communication links
(LINE1-LINES). Traffic rates between any two node pairs
are assumed to be symmetric and statistically independent
of traffic between other node pairs. The NSL description of
the simple example is shown in Appendix D.

Network topology showing direct connections between
nodes is described in the TOPOLOGY-SECTION, while
description of the individual nodes are shown in the NODE-
SECTION:S. It is assumed that each node has two terminals,
one multiplexor, and a host. Notice that the NODE-SEC-
TIONS describe the hardware available at each node along
with that node’s location using a V/H coordinate scheme
(LOCATION Statement).

Once the NSL description has been processed by the Gen-
eralized Analyzer and input to the Network Database, NSA
is activated to produce database reports or activate various
design/analysis models. In the example, we consider acti-
vation of a capacity assignment model.” This model estab-
lishes optimal link capacities based on network topology,
message routing (assumed to be shortest path) and message
traffic profiles. In the current implementation, Poisson Mes-
sage arrival rates, exponential node service with infinite buff-
ering are assumed. NSA accesses the Network Database and
queries the user in order to establish the model input param-
eters. An example run of this model is shown in Appendix
E assuming the Appendix D NSL description.

SUMMARY

The Network Design System provides an easy to use net-
work planning and design tool; in addition, it allows a meth-
odology of describing and evaluating existing networks.
NSL statements are analyzed by the Network Statement
Analyzer which, in turn, provides a Network Database, con-
sistency checking, report generation, and model interfaces.
Using the NDS approach, both existing and proposed sys-
tems are thoroughly analyzed. In addition, the top-down
approach which is used with NDS allows the system plan-
ners/designers to maintain a perspective of the overall design

NODE-1 —————— LINE1 NODE~3
LINE2 LINE3 LINE4
NODE-2 ———— LINE5 NODE-4

Figure 5—Sample network.
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goals while at the same time allowing access to desired levels
of detail in the design process.
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APPENDIX A: SAMPLE NSL SYNTAX
###H####H#### NODE-SECTION #######H##

NODE-SECTION name(s);

SYNONYMS ARE synonym-name(s);

DESCRIPTION;
comment-entry,

KEYWORDS ARE keyword-name(s);
SEE-MEMO memo-name(s);

TERMINALS ARE terminal-name(s);
MULTIPLEXORS ARE multiplexor-name(s);
HOSTS ARE host-name(s);

LOCATION IS system-parameter, system-parameter;
#H####H#H##H#TOPOLOGY-SECTION #########

TOPOLOGY-SECTION name(s);
SYNONYMS ARE synonym-name(s);

DESCRIPTION;
comment-entry;

KEYWORDS ARE keyword-name(s);

SEE-MEMO memo-name(s);

LINK {node-name ! terminal-name ! multiplexor-name}
TO
{node-name ! terminal-name ! multiplexor-name}
VIA line-name;

######H#H###TRAFFIC-SECTION ######H###H#
TRAFFIC-SECTION name(s);
SYNONYMS ARE synonym-name(s);

DESCRIPTION,;
comment-entry;

KEYWORDS ARE keyword-name(s);
SEE-MEMO memo-name(s);

TRAFFIC node-name TO node-name FLOW system-
parameter;

APPENDIX B: SAMPLE NSL META
REPRESENTATION

KEYWORD LOCATION;
SYNONYMS LOC;

KEYWORD TRAFFIC;
SYNONYMS TRAF;

KEYWORD FLOW;
SYNONYMS FL;

KEYWORD LINK;
SYNONYMS LI;

NOISE-WORD ARE;
NOISE-WORD IS;
NOISE-WORD PER;
NOISE-WORD TO;
NOISE-WORD VIA;

OBJECT NODE-SECTION;
SYNONYMS N-S, NS;
NMCODE NMNODE 1;

OBJECT TRAFFIC-SECTION;
SYNONYMS T-S, TS;
NMCODE NMTRAF 2;

OBJECT TOPOLOGY-SECTION;
SYNONYMS TOP-S, TOPS;
NMCODE NMTOPO 3;

PROPERTY INTEGER-VALUE;
APPLIES ALL;
VALUES INTEGER;
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PROPERTY STRING-VALUE;
APPLIES ALL;
VALUES ANY-VALUE;

PROPERTY NUMBER-VALUE;
APPLIES ALL;
VALUES ANY-VALUE;

RELATION LOCATION-RELATION;
PARTS LOCATION-OBJECT-PART, LOCATION-
PART-1, LOCATION-PART-2;

COMBINATION LOCATION-OBJECT-PART NODE-
SECTION WITH LOCATION-PART-1 VALUE-FOR
INTEGER-VALUE WITH LOCATION-PART-2
VALUE-FOR INTEGER-VALUE;

CONNECTIVITY MANY LOCATION-OBJECT-PART
ONE LOCATION-PART-1, LOCATION-PART-2;

CONNECTION-TYPE T5;

RTCODE RTLOCA 50;

STORED LOCATION-OBJECT-PART 3, LOCATION-
PART-1 1, LOCATION-PART-2, 2;

STATEMENT LOCATION-STATEMENT;
USED LOCATION-OBJECT-PART LOCATION-
RELATION;

FORM LOCATION IS LOCATION-PART-1,
LOCATION-PART-2;

RELATION TRAFFIC-RELATION;

PARTS TRAFFIC-OBJECT-PART, TRAFFIC-PART-1,
TRAFFIC-PART-2, TRAFFIC-PART-3;
COMBINATION TRAFFIC-OBJECT-PART TRAFFIC-
SECTION WITH TRAFFIC-PART-1 NODE-SECTION
WITH TRAFFIC-PART-2 NODE-SECTION WITH
TRAFFIC-PART-3 VALUE-FOR NUMBER-VALUE;

CONNECTIVITY ONE TRAFFIC-OBJECT-PART
MANY TRAFFIC-PART-1, TRAFFIC-PART-2,
TRAFFIC-PART-3;

CONNECTION-TYPE F4;

RTCODE RTTRAA 55;

STORED TRAFFIC-OBJECT-PART 1, TRAFFIC-PART-
12, TRAFFIC-PART-2 3, TRAFFIC-PART-3 4;

STATEMENT TRAFFIC-STATEMENT;

USED TRAFFIC-OBJECT-PART TRAFFIC-
RELATION;

FORM TRAFFIC TRAFFIC-PART-1 TO TRAFFIC-
PART-2 IS TRAFFIC-PART-3;

RELATION TOPOLOGY-RELATION;

PARTS TOPOLOGY-OBJECT-PART, TOPOLOGY-
PART-1, TOPOLOGY-PART-2, TOPOLOGY-PART-
COMBINATION TOPOLOGY-OBJECT-PART
TOPOLOGY-SECTION WITH TOPOLOGY-PART-1

TOPOLOGY-SECTION WITH TOPOLOGY-PART-2
TOPOLOGY-SECTION WITH TOPOLOGY-PART-3
VALUE-FOR STRING-VALUE;

CONNECTIVITY ONE TOPOLOGY-OBJECT-PART
MANY TOPOLOGY-PART-1, TOPOLOGY-PART-2,
TOPOLOGY-PART-3;

CONNECTION-TYPE F4;

RTCODE RTTOPA 60;

STORED TOPOLOGY-OBJECT-PART 1, TOPOLOGY-
PART-1 2, TOPOLOGY-PART-2 3, TOPOLOGY-PART-
34,

STATEMENT TOPOLOGY-STATEMENT;

USED TOPOLOGY-OBJECT-PART TOPOLOGY-
RELATION;

FORM LINK TOPOLOGY-PART-1 TO TOPOLOGY-
PART-2 VIA TOPOLOGY-PART-3;

APPENDIX C: META SAMPLE REPORT-OBJECT
SUMMARIES

Object name = NODE-SECTION Synonym(s)=N-S, NS

Relation name = LOCATION-RELATION
Part name = LOCATION-OBJECT-PART
Statement name = LOCATION-STATEMENT
Form=1: LOCATION IS . LOCATION-PART-1,
LOCATION-PART-2 ;

Relation name = TRAFFIC-RELATION
Part name = TRAFFIC-PART-2
=x¥ NO usages

Relation name = TRAFFIC-RELATION
Part name = TRAFFIC-PART-1
*++% NO usages

Object name = TOPOLOGY-SECTION

U PRV S

Synonym(s) =TOP-S, TOPS

Relation name = TOPOLOGY-RELATION
Part name = TOPOLOGY-OBJECT-PART
Statement name = TOPOLOGY-STATEMENT
Form=1: LINK TOPOLOGY-PART-1 TO
TOPOLOGY-PART-2 VIA TOPOLOGY-PART-3 ;

Relation name =TOPOLOGY-RELATION
Part name =TOPOLOGY-PART-2
*xx NO usages

Relation name = TOPOLOGY-RELATION
Part name = TOPOLOGY-PART-1
*%% NO usages



Overview of a Network Design System

Object name = TRAFFIC-SECTION Synonym(s)=T-S, TS

Relation name = TRAFFIC-RELATION
Part name = TRAFFIC-OBJECT-PART
Statement name = TRAFFIC-STATEMENT
Form=1: TRAFFIC TRAFFIC-PART-1 TO
TRAFFIC-PART-2 IS TRAFFIC-PART-3 ;

APPENDIX D: NSL OF EXAMPLE NETWORK
TOPOLOGY-SECTION TOP 1;

LINK NODE-1 TO NODE-3 VIA LINE1;
LINK NODE-1 TO NODE-2 VIA LINE2;
LINK NODE-1 TO NODE-4 VIA LINE3;
LINK NODE-2 TO NODE-3 VIA LINE4;
LINK NODE-2 TO NODE-4 VIA LINES;

TRAFFIC-SECTION TRAFFIC1;

LINK NODE-1 TO NODE-2 FLOW 9.05;
LINK NODE-1 TO NODE-3 FLOW 6.12;
LINK NODE-1 TO NODE-4 FLOW 3.00;
LINK NODE-2 TO NODE-3 FLOW 4.50;
LINK NODE-2 TO NODE-4 FLOW 1.00;
LINK NODE-3 TO NODE-4 FLOW 10.8;

NODE-SECTION NODE-1;
TERMINALS ARE TI1-1, T2-1;
MULTIPLEXOR IS MUX-1;
HOST IS CPU1;

LOCATION IS 10, 25;

(REPEAT FOR NODE-2 ... NODE-4)

APPENDIX E: NDS EXAMPLE

NDS—UNIVERSITY OF ARIZONA VERSION 1.0 8/3/

79 10:20

—NSL=TEST. NSL (File created in Appendix D)
—LISTING—TEST.LST (Source/Diagnostics File)

—DATABASE—TEST.DB (META Produced Database)

*# NO DIAGNOSTICS =
SECTIONS PROCESSED:6
STATEMENTS PROCESSED:55

OUTPUT FILE AND DATABASE FILE WRITTEN

** NDS/NSL COMPLETE 8/3/79 #x

*% NDS/NSA VERSION 1.0 8/3/79 s
OPTIONS:

1. EXIT

2. MODELS

3. REPORTS

OPTION—2

** NSA MODEL ANALYSIS #*
ACTIVE MODELS:

1. CONCENTRATOR LOCATOR

2. CAPACITY ASSIGNMENT

3. TERMINAL LOCATOR

4. SPANNING TREE

MODEL-2

#x CAPACITY ASSIGNMENT #x
REQUIRED SECTIONS:
TOPOLOGY-SECTION
TRAFFIC-SECTION

*+ ALL REQUIRED SECTIONS CONSISTENT ==
ROUTING—SHORT
CAPACITY—1000

** MODEL COMPLETE:CAPACITY #x*
RESULT FILE-TTY
MODEL:CAPACITY
ROUTING:SHORT

CAPACITY:1000

LINK CAPACITY(BPS)
LINE1 200
LINE2 450
LINE3 110
LINE4 100
LINES 120

** ALL CONSTRAINTS MET

#* NDS/NSA VERSION 1.0 TERMINATED 8/3/79 *x






Computers and Entertainment

In response to a paper I wrote last year
on computer technology and the movie -
industry!, Dick Thompson, a special ef-
fects professional, commented, ‘“There is
much more involvement in computer tech-
nology in ‘‘show business’’ than anyone
suspects. You are just beginning to turn
over the rock—or is it a can of worms?”’
Dick’s question remains to be answered
because the relationship between the en-
tertainment industry and the computer in-
dustry is yet in its infancy. I think enter-
tainment is truly the last (earthly) frontier
for automation and over the next decade
we will see exciting results of this union.
Indications of the importance of com-
puters in entertainment are already sur-
facing: The Society of Motion Picture and
Television Engineers devoted an entire day to computer applications at its 1979 Confer-
ence; several computer-based systems have been nominated for Technical Achievement
Academy Awards in 1980. The entertainment industry is thus beginning to achknowledge
the significant role of the computer. Appropriately, the computer industry also recognizes
its current and potential contributions to entertainment through six technical paper and
panel sessions at the 1980 NCC. The sessions will provide an overview of computer usage
in movies and television, the performing arts, amusements, and home entertainment/serv-
ices.

Three of the sessions focus on computer applications in movie and television production.
The first explores computer usage for special audio and visual effects. Deitrick describes
an automated computer-controlled editing sound system (ACCESS) that provides the ed-
itor with the capability to digitally create, modify and store sound instantaneously. AC-
CESS, an Academy nominee this year, has been used in the production of numerous
movies and television shows, increasing output fivefold. Another Academy contender is
the Automatic Camera Effects System (ACES) described by Crane and Snyder. By con-
trolling camera and model movements, ACES achieves a level of accuracy, repeatability,
and originality for 3-dimensional special effects not possible with manual methods. In
King’s paper on the Emmy award winning system MAGICAM, the use of a computer to
maintain precise perspective in matting scenes of normal and miniature sized objects is
illustrated.

A panel session on computer applications in film animation will cover computer systems
allowing an animator to enter Key sketches at a terminal with the computer extrapolating
the frames between these sketches. Color, shadow and shading are then added through
software options. Finally, the images are automatically filmed off a high-resolution CRT.
Another approach to be demonstrated is to totally synthesize images within the computer.

The third movie and television session will focus on computer support behind the scenes.
A panel will review such applications areas as casting, budgeting, and on-location cost
control and will also address employment opportunities in the movies for the data pro-
cessing professional. A working model of an automated sound stage will be demonstrated.

Along with movies and television, the performing arts are beginning to utilize computer
technology. In Smoliar’s paper on dance, computer graphic aids in choreography are ex-
plored. For drama, a guest speaker will survey data processing applications in theatrical
administration and operations. Another speaker will focus on computer music.

Computer technology is already an integral part of most amusements today. Parks,
casinos, planetariums, and sporting events are capitalizing on mini- and micro-computer
technology. Stover and Snyder’s paper describes a mini-computer system used in designing
audio-animatronic shows at Disneyland. Eifler’s paper surveys the already pervasive use
of computers in scoring sports events.

Suzanne Landa
Area Director

! Landa, Suzanne, ‘‘Computer Technology and the Movie Industry,”” Proceedings of the 1979-National Computer
Conference, AFIPS Press, June 1979, p.1+.
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A minicomputer system for audio-animatronics

show data generation

by PHILIP C. STOVER and R. DAVID SNYDER

Walt Disney Productions
Burbank, California

INTRODUCTION

Audio-Animatronics® shows have been produced by Disney
since the introduction of several attractions at the 1964 New
York World’s Fair.* Since then a variety of shows have been
permanently installed at both Disneyland and Walt Disney
World. They typically consist of a stage, or some enclosed
show area, and a variety of special lighting effects, mech-
anized characters and other movable stage equipment. Some
of the shows include: ‘‘Great Moments with Mr. Lincoln,”
““The Country Bear Jamboree,”” and ‘‘Pirates of the Carib-
bean.”

The technology used to produce these shows has been
constantly evolving and improving toward a more complex
and versatile medium for the animator’s use. A significant
advance in this technology was the move to all digital show
data that occurred in 1968-1969. Since then a minicomputer
has been an integral part of the show development system.
It allows the animator to easily generate, review and edit
this digital database to produce the animated show. The
name given to this system was DACS (Digital Animation
Control System).

In 1971, the minicomputer used for DACS was a Honey-

_ well 516. It has served this purpose at both Disneyland and
Walt Disney World for every Audi-Animatronics show that
has been produced since then. In 1979, however, with the
upcoming expansion at Walt Disney World and the Tokyo
Disneyland project, it became necessary to upgrade DACS
to a more modern computer system. This second generation
DACS is the subject of this paper.

THE DIGITAL AUDIO-ANIMATRONICS SHOW

All components of the digital Audio-Animatronics shows
are controlled by a single, unified channel-addressing scheme.
This design allows a single show to include up to 1000 sep-
arate channels. Each channel can be an eight-bit analog value
or eight separate digital subchannels. Analog channels are

* Finch, Christopher, The Art of Walt Disney, (New York, Harry N. Abrams,
Inc., 1975), p. 152.
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used for the bulk of the show to provide signals for most of
the figure movements, the light dimming functions, and other
smooth linear motions. The digital subchannels are used for
on/off functions such as eye blinks, platform lifts, and other
special effects.

Figure 1 shows the show data transmission system. All of
the show data are de-multiplexed from a cabinet called an
RTU (Remote Terminal Unit). From this point, signals are
routed through servo control cabinets (in the case of the air-
and oil-actuated figure movements) or directly to other con-
trol points. The RTU cabinet is located immediately adjacent
to the show area and receives data over twisted pair con-
ductors from a remote central control area. All data are
transmitted by serial synchronous communication over these
cables. The show data reside on a fixed head disk and are
played back by a hardwired controller. This combination is
called a Show Control Unit.

The Show Control Unit in turn is synchronized using a
telemetry encoding scheme to a multi-track audio tape ma-
chine which provides all of the show’s audio. In this way
the show actions, including mouth movements, are always
in complete sync with the audio soundtrack, regardless of
tape speed variations. The data update rate is the same as
the movie industry’s 24 frames per second. Data that are not
changing are updated less frequently to save disk space.

Future Show Control Units will likely incorporate another
medium for show data storage such as bubble memory. The
show data generation process, however, will continue to be
identical regardless of the playback medium used.

Show data generation

During show data generation, a minicomputer is substi-
tuted for the Show Control Unit to provide data transmission
to the show being animated. In addition, a special purpose
control panel called an Animator’s Console is connected to
the minicomputer to provide the input device for the ani-
mator to use to generate show data. Figure 2 illustrates this -
connection, and shows the Animator’s Console located in
front of the stage area to provide a clear view of the show
for the animator.

By manipulating knobs and switches on the Animator’s
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Figure 1—Normal animated show playback configuration

Console, a show database is gradually built up, a few chan-
nels at a time. The DACS minicomputer provides immediate
visual feedback via the RTU and includes various editing
and playback features. During animation sessions, data are
stored on the minicomputer’s disk drives. After animation
is complete, show data are transferred to the Show Control
Unit disks.

The computer system

A Data General Eclipse S250 forms the basis of the second
generation DACS. The show data transmission and channel
addressing design was left identical to the original DACS so
that the new system could be used to reanimate existing

chawe A radacionod Animatar’e (ancenla and cinale cuictam
SNCWS. A rEGCSIgnCa AnNumawdr § LONSO:C anG 5iing:C Cusilia

interface board for the S250 were mated to standard Data
General components. The Eclipse system includes three 50
megabyte disk drives. One is used for system support and
the remaining two provide redundant database storage dur-
ing show data generation.

The Animator’s Console was redesigned to incorporate
more functions in a much smaller package. It includes a large
number of switches, knobs and displays to provide a variety
of data manipulation functions for the animator. The micro-
processor located in the Animator’s Console scans the
switches and knobs and drives the console indicators. Mes-
sage blocks are sent continuously at 30 hertz to the Eclipse

incorporating the current analog pot positions as well as the

switch scanning information. The microprocessor receives
message blocks from the Eclipse with indicator and display

information. Error checking is incorporated at both ends of
the communication link. The Eclipse is responsible for in-
terpreting all of the console requests and sending back the

- proper console response along with show data to the RTU.

With the console the animator may position himself any-
where within the entire show and restrict his area of oper-
ation by use of scene limits. He may further restrict the
working space to a subset of all the channels used for the
show to focus his attention on a single figure or group of
actions. With the console he may play back the existing show
data forward or reverse at rates between one and 24 frames
per second. He may, in addition, repeat the current scene
continuously for critical viewing. New data may be depos-
ited on the disk and viewed immediately by using any or all
of the 32 pots and 16 switches on the console. The pots may
be dynamically assigned to any of the analog show channels
and the switches likewise may be assigned to any of the
digital subchannels. Following this assignment new data may
be entered or old data changed one frame at a time or con-
tinuously at rates between one and 24 frames per second.
The second generation DACS system incorporates many
features not available at the time the first generation system
was designed. An extremely straightforward hardware and
software interface to the custom components of this system
has been chosen. Standard RDOS operating system features
were used wherever possible, and 95 percent of the code for
this system has been generated in the FORTRAN V lan-
guage. The Honeywell 516 DACS was coded entirely in as-
sembly language without benefit of a true operating system,
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Figure 2— Animation data generation configuration
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The communication link to the Animator’s Console was
accomplished with a standard Asynchronous Line Multi-
plexor operating at 19.2K baud. This full duplex line uses
two twisted pairs with outboard line drivers and receivers
to operate at distances up to one mile. Character interrupts
are buffered at the Eclipse by a DCU 200 programmable
I/0 processor. The DCU 200 incorporates message checking
and shields the S250 processor from the character interrupt
processing overhead. Data are transferred via DMA channel
directly from main processor memory to DCU 200 processor
memory and vice versa. A single custom I/O board is inserted
in the S250 chassis. It includes a DMA interface for show
data transmission, a 24 hertz clock for show timing, and a
Time Code Translator interface for audio sync. This board
is the only non-standard connection needed to the S250 for
this application. ‘

The software design relies heavily on the RDOS multi-
tasking operating system features. Separate tasks are used
to partition necessary functions into multiple asynchronous
processes, leaving a minimum of interrupt driven code. This
partitioning results in an extremely flexible and easy system
to maintain and enhance. The FORTRAN YV language was
found to be fast enough to perform all real-time data manip-
ulation and computations required to keep up with the 24
frames per second rate. Disk data access is accomplished
using standard direct block I/O and contiguous files. Real-

time data response is insured by multiple block read and
write buffers. The buffer size was chosen to overcome worst
case disk rotational latency and still provide up to 24 frames
per second throughput. All console button and indicator lamp
assignments are implemented in software, making changes
in console function and button sequences easy.

The DACS minicomputer also provides all of the data
manipulation and housekeeping functions performed off-line
before and after animation sessions. One of the most im-
portant of these functions is data compression. In this op-
eration up to four 33 megabyte files are compressed from
tape to a single 2 megabyte disk file. This compressed file
is then transferred to the Show Control Unit for repetitive

playback. Compression is achieved by eliminating redundant

data entries for successive frames, providing only occasional
updates to correct any possible noise errors.

CONCLUSION

A second generation system for Audio-Animatronics show
data generation has been developed taking advantage of
standard hardware and software products available today.
This new system enhances the capability of the animator to
produce more complex shows with higher quality in a shorter
time frame.






Computers and sports: a natural marriage

by THOMAS A. EIFLER

Honeywell
Waltham, Massachusetts

INTRODUCTION

The use of computers to score and time the outcome of var-
ious athletic events is almost as fast-growing as several of
the sports themselves. From Austria to Atlanta, from Switz-
erland to Cleveland, in bowling alleys, on basketball courts,
and at the finish lines of long distance foot races, computers
are rapidly becoming as much a part of the world of athletic
competition as the joy of victory and the agony of defeat.
Whether serving as surrogate officials, omniscient score-
keepers, or stationary superscouts, these perfectly objective
machines are adding to the enjoyment of both spectator and
participant alike.

In this age of instant replay and on-the-spot analysis by
TV commentators, there is no margin for error. Final results
are expected—or in some cases, required—immediately
upon conclusion of a particular event. The human mind is
simply unable to tell who finishes 6,142nd in a race of 7,000,
let alone how far ahead of the next runner this individual is.
A computer can. The shrewdest mathematician cannot in-
stantaneously calculate the average score of several judges
at a gymnastics competition. A computer can.

Here, then, is a brief look at some of the fascinating ways
in which computers are being used to monitor results of ath-
letic competition:

Long distance running

For the past five years, computers have been used to score
and time the Boston Marathon. The system is fairly sophis-
ticated, but in layman’s terms it works this way: before the
runners start crossing the finish line in droves (i.e., for about
the first 1,000 finishers in a 7,000 field race), a button is
pushed each time a participant completes the race. This act
notifies the computer that ‘‘a body’’ has crossed the line.
At this point, the system doesn’t know (or care) whether
this body is male or female, young or old, official or unof-
ficial; all it knows is that a runner has completed the race
at a specific time.

The runners then line up in as many as eight chutes, each
of which can be 100 or more yards long and each of which
can hold 300-400 runners. At the end of the chutes, officials
record each runner’s number, in order. If an unofficial en-
trant appears at the end of the line, this fact is noted and the
runner’s name and order of finish do not appear in the final
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listing that shows each participant’s statistics. In other
words, if the printout generated at the end of the race in-
dicates that a runner finished 1,009th, this means that he or
she completed the race after 1,008 other official entrants.

Meanwhile, back at the finish line, runners eventually
begin to cross the line in bunches—30, 40, 50 at a time. Since
the button just cannot be pushed fast enough, a different
system is then put into effect. A particular runner is ‘‘spot-
ted”” on his way to the finish line and, as he crosses, his time
and number are recorded. Fifteen seconds later, another run-
ner is spotted in the same way. The system then knows that
all runners who cross the line between runner A and runner
B do so in the 15-second interval between runner A’s time
and runner B’s. ) :

If 600 runners cross in that 15 seconds, the system dis-
tributes this information over the allotted time. Thus, a run-
ner’s time could be off by a second or two, but once 1,000
runners have already crossed the line, this is not really all
that important. What counts most and what the runners are
interested in is how they do against their peers. This the
system tells them very quickly and very accurately.

Once all the runners’ numbers and times have been en-
tered, the computer matches them up and creates a printout.
Thus, within minutes after the 2,000th runner crosses the
line, he’ll know his exact time and order of finish. The same
is true for the 4,000th, 5,000th—even the 7,000th runner.

At last year’s Bonne Bell Championship for Women
(5,035 runners), Honeywell computers were used in con-
junction with bar code readers for the first time. This elim-
inated the time-consuming recording of numbers at the end
of the chutes. Instead, the runners merely tore off their bar
codes, which were read instantly, thereby enabling Honey-
well to produce printouts in seconds rather than in minutes.

Computers have been scoring and timing races around the
country for the past few years, including the Gasparilla Long
Distance Classic in Tampa, Fla; the Chicago Long Distance
Classic; the Cleveland Heart Run; and the Purity Supreme
Heartbreak Hill Road Race in Boston.

Track and field

In the spring of 1979, the editors of Runner’s World mag-
azine approached members of Honeywell’s Public Relations
department and asked if the company would be interested
in scoring and timing the publication’s second annual Cor-
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porate Cup competition. This series of events consists of
“track meets’’ at which numerous U.S. companies are pitted
against each other in eight different races. Some are open
to all employees, some to women only, some to runners over
40, etc. Last year, meets were held in eight different cities
on seven consecutive week-ends, with the finals staged in
San Francisco.

Less than 10 days after the editors made their request, a
software program capable of processing individual runner
times, team performance, and overall standings was up and
running. Honeywell employees, portable terminals in hand,
attended each of the eight meets and entered the appropriate
data after each race, usually from a press box overlooking
the track. The information was transmitted via telephone
hook-up to a Level 66 computer in Billerica, Mass. that di-
gested the raw statistics and instructed the terminal to gen-
erate a printout of the results.

Scoring was somewhat complicated, especially in the 10-
kilometer race. This event often attracted 300 or more run-
ners, of whom the last one to cross the finish line could
conceivably determine the winning team. Standings changed
after each race, so a prompt, accurate way of providing up-
to-the-minute information had to be found. A computer was
the answer.

Yacht racing

For the first time in the history of sailing competitions,
computers and telecommunications were linked in 1979 to
follow ‘‘live’’—almost in real time—the progress of the dif-
ferent competitors in the first two-way transatlantic yacht
race, TRANSAT. The race covers some 6,000 nautical miles
(11,000 kilometers) from Lorient (France) to Bermuda and
back again to Lorient.

The computer and telecommunications resources were
provided by the ARGOS system of France’s national space
research center (Centre National d’Etudes Spatiales—CNES).
ARGOS, a system for the collection of data by satellite, cov-
ers the entire globe. It is based on portable beacons (to col-
lect and broadcast data), a TIROS-N satellite, and the data
processing center of the CNES at Toulouse (France). In this
center, a large-scale Cii Honeywell Bull IRIS 80 computer
stored and processed information captured in two U.S. lo-
cations as well as in Lannion (Britanny), France. The data
was re-transmitted to Toulouse by private land links.

Since the satellite’s rotation around the earth allowed the
positions of the competitors (to an accuracy of one nautical
mile) to be transmitted to the IRIS 80 every two hours, it
was possible to interrogate the computer at any instant for
up-to-date information. Throughout the race, Cii Honeywell

Bull, Honeywell’s French computer associate, provided

radio and TV representatives with special information ser-
vices, including an automatic display of the paths of the
yachts on a color graphic terminal. The display was gener-
ated by a Cii Honeywell Bull 66/60 computer in Paris from
information supplied by the IRIS 80. It was then re-trans-
mitted to the TV channel Antenne 2, which made regular
use of it in its broadcasts on TRANSAT.

The major function of the 66/60 was to enable the TRAN-
SAT control room to keep the state of the competition and
the relative positions of the participants under continuous
surveillance by furnishing information on the competitors’
positions, distances covered, and standings in the various
classes.

Gymnastics

Nadia Comaneci never had it so good.

When 81 of this country’s finest female gymnasts recently
competed against each other at the U.S. Gymnastic Fed-
eration’s 1979 Junior Women’s Championships in Allen-
town, Pa., a Honeywell Level 6 minicomputer was on hand
to help both the participants and their coaches keep track
of the scoring. Since the meet’s winners were considered
front-runners in the race for inclusion on the 1984 U.S.
Olympic team, all the competitors—aged 10 to 14—were
extremely anxious to learn where they stood in the overall
scoring before and after each event.

There were two rounds of events—compulsory and op-
tional—with four events in each round: balance beam, vault,
uneven parallel bars, and floor exercises. Each event was
evaluated by a panel of four judges, who had been former
high-ranking amateur and/or professional gymnasts. The av-
erage of the judges’ scores was first displayed to the audience
and then entered into the Honeywell Level 6 Mode! 47 min-
icomputer by two terminal operators.

The system tabulated the scores and provided printouts
of the results for the coaches. Reports detailing the standings
of each event and the overall standings of each round were
generated continuously during the three-day competition, so
each competitor and her coach knew where she stood at all
times. The top 10 competitors in each individual event qual-
ified for the finals.

Nor is the computer’s involvement with gymnastics lim-
ited to the U.S. At the 19th World Gymnastics Champion-
ships at Strasbourg, France in October of 1978, the data
processing service that handied the thousands of scores
awarded to some 400 athletes from 40 different countries was
provided by Cii Honeywell Bull, Honeywell’s French com-
puter associate.

The role of the computer results service was to provide
the 400 newspaper, TV and other journalists as well as tel-
evision viewers worldwide, with the unofficial intermediate
placings as soon as each competitor finished his or her per-
formance.

The data processing system, built around a Level 6 min-
icomputer, provided television producers with a continually
up-to-date results table that was superimposed, as desired,
on the competition images being broadcast. The calculated

‘results were supplied in video signal form from a character

generator connected to the computer.

The Level 6, operating in a real-time, multiprogramming
mode, handled several competitions occurring at the same
time in different locations. The placings were printed out
every half-day on a 300 line-per-minute printer, reproduced
and distributed; in total, some 150,000 documents were pro-
duced.
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Bowling

Small computer systems are freeing hundreds of bowling
league secretaries of the drudgery of record keeping, hand-
icapping, recapping, calculating, posting and other chores.

The Brunswick Division, a leading supplier of bowling
center equipment, configured its Integrated Retail Bowling
Information System for bowling centers around Honeywell
Level 6 computers. IRBIS is a functionally modular system
that provides automation for tasks usually associated with
the operation of a bowling center. The first module to be
installed was for league record service. It administers awards
programs, identifies absentees, maintains files of bowlers’
names, addresses, and telephone numbers, and updates fi-
nancial data. Each week, the system prints out a standings
sheet that provides pertinent information on performances,
individual player team standings, and lane assignments for
each team.

Figure skating

Two Cii Honeywell Bull computers played a key role at
the 1979 World Figure Skating Championships, held in Vi-
enna from March 13 to March 18.

Involving 350 participants from 26 countries, the cham-
pionships were covered by some 500 journalists and tele-
vision commentators. They were also broadcast by Euro-
vision, Intervision (covering Eastern Europe), ABC-TV of
the United States, C.T.V. of Canada, and the television net-
works of Japan, Korea, the Philippines, and Mexico. A major
feature of the official data processing results service was an
information system for TV commentators provided by Hon-
eywell Bull A.E., the Austrian member of Ciii Honeywell
Bull’s international network.

Two Cii Honeywell Bull 61/60 computer systems at the
company’s Vienna data processing center collected, via
input terminals in the Vienna Stadthalle, the marks awarded
competitors by the judges. The systems operated in parallel
and, when necessary, each was switched to the other in sec-
onds without any interruption to the results service. Pro-
visional and final results, together with other information
such as complete details of each competitor’s performance,
were printed on output terminals.

Other terminals were part of the TV commentator infor-
mation system. A video screen displayed the first ten plac-
ings in the current competition, and optionally the second
ten. These lists were instantaneously updated at the end of
each competitor’s performance. A closed-circuit TV instal-
lation conveyed the information to the control consoles of
the TV units where it was selected for broadcast over Eu-
rovision and other networks.

The programs for this computerized results service were
essentially the same as those written by Cii Honeywell Bull
for the 1976 Innsbruck Winter Olympic Games where the
results service was also provided by Honeywell Bull A.G.
They were modified to take into account competition rule
changes, and a new program was added to provide additional
information that facilitated the work of judges.

Air races

For the dozens of pilots who flew their planes in the air
race that started at Burke Lakefront Airport in Cleveland
over Labor Day weekend last year, the real excitement
started just a few seconds after the competition ended. By
that time, thanks to Honeywell’s DATANETWORK and a
software program specifically designed to score air races,
a Level 66 large-scale computer system located more than
500 air miles away in Minneapolis generated a cockpit-full
of statistics, including a complete list of all entrants’ times,
speeds and order of finish.

Contestants in the Lake Erie Air Derby chose their own
speed handicap in miles-per-hour and their own fuel hand-
icap in gallons-per-hour. The purpose of the event was to
measure the pilots’ ability to fly a cross-country course ac-
cording to their chosen speed and fuel handicaps. Final
scores were determined by matching each contestant’s ac-
tual speed and actual fuel consumption against the fuel
handicap, with each category accountingfor half the total.

If a pilot estimated that he would fly at 118 mph, for in-
stance, but actually averaged 118.3, his proficiency rating
would have been 99.97 percent. If he also predicted that his
plane would consume 25.1 gallons during the race, but it
actually used 24.8, his proficiency rating would have been
98.8 percent. By combining the two ratings and dividing the
total by two, the system would award an overall score of
99.39 percent. Thus an individual who accurately predicted
his exact speed but who consumed a lot less fuel than he
anticipated would stand little chance of winning.

The winner in 1976, for example, was 12th in predicting
her miles-per-hour, but second in estimating her fuel con-
sumption. Her combined proficiency rating was the highest
of any participant.

As soon as the last plane was ‘‘topped off*” (refueled) at
the end of last year’s race, terminals sent the actual starting
time, finish time and fuel consumption for all aircraft to the
Level 66 computer in Minneapolis. The system already had
on file the names of the pilot and co-pilot, the plane man-
ufacturer or type, the plane number, the contestant number
and the speed and fuel handicaps. Within minutes, the sys-
tem digested the numbers and provided both proficiency rat-
ings and final scores.

Basketball

At 1979’s National Basketball Association All-Star Game,
hosted by the Detroit Pistons in the Silverdome in Pontiac,
Mich., a Honeywell Level 6 Model 33 computer system en-
abled sportswriters to wait until the final minute of play be-
fore casting their ballots for the game’s Most Valuable
Player. The system sorted, tabulated, and simultaneously
projected the results on two 24-inch CRT display stations,
both of which were in full view of hand-held CBS cameras.
Thus, the players, spectators and millions of television view-
ers knew the MVP within one minute after the game had
ended.

The technique was even simpler than the method that
worked so flawlessly at 1978’s game in Atlanta, where a com-
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puter was used for the first time to monitor the voting. During
that game, a total of 20 Honeywell terminals were placed,
in clusters of five, at various areas strategically located near
the voting writers and sportscasters. With one minute .left
in the game and also at the final buzzer, volunteers collected
the ballots and rushed them to the nearest terminal cluster
where the votes were entered. Each cluster was connected
via dial-up phones to a Level 66 large-scale computer in
downtown Atlanta. The results were then projected on a
CRT for the CBS camera.

The procedure in 1979 was considerably more glamorous
in two respects. First, the collectors were members of the
Detroit Pistons’ Classy Chassis. Secondly, the voters did not
have to enter a player’s name on their ballot. Instead, they
simply selected from either of two distinctly-colored packets
in front of them—one for the East team and one for the West
team—the card bearing the preprinted name of the player
of their choice. A tabulating program operating within the
Level 6 computer system read and totalled the results while
“‘entertaining’’ the viewing audience with various screen im-
ages.

Baseball

In this age of free agents, arbitration, non-negotiable con-
tract demands, suits and counter-suits, one fact of baseball
life remains constant: winning teams are those with the best
25-man rosters. To fill those rosters, major league owners
and general managers use a variety of techniques, including
trading for other players, outbidding the competition for the
services of specific free agents, and, of course, scouting the
minors for future Tom Seavers and Dave Parkers.

But scouting isn’t what it used to be. Today, information
on a prospect’s hitting, throwing, running, and fielding abil-
ities is just as likely to emanate from a computer as from the

pen of a retired player working as a scout for his old club. |

In fact, 17 of the 26 major league teams—besieged by sky-
rocketing players’ salaries, extremely expensive stadium
maintenance costs, and assorted other rising expenses—
have abandoned the old, costly system whereby each club
maintained its own nationwide scouting organization. In-
stead, these clubs subscribe to the computerized scouting
services offered by the Major League Scouting Bureau in
Newport Beach, Calif.

The MLSB employs 60 professional scouts who watch
baseball games across the country in behalf of their clients
in both the National and American Leagues. The information
they gather is stored in Honeywell’s Computer Service,
DATANETWORK. The large data base containing the
player performance information is updated daily from the
Major League Scouting Bureau’s offices in Newport Beach.
The client teams, using either video display or teletype ter-
minals, simply dial into Honeywell’s large-scale computer
systems in Minneapolis and request the profiles of players
by name, position, location or ranking.

During the season, scouts in five regions cover games
played by high school, college and minor league teams. They
rate promising players by height, weight, ability to play their

position and batting skill. The qualifiable parameters are

combined with subjective comments on the players and sub-
sequently sent to the MLSB main office where they are
loaded offline onto a cassette, and then dumped online daily
into the computers. DATANETWORK’s dial-in access and
simplified procedures allow non-technical users to process
all this information.

Twice a year, reports are produced for each team on the
500 most promising high school and college players and
mailed to the scouting director before the free agent draft
in January and June. A similar report—much larger and more
comprehensive—on all players in the minor league pro sys-
tem is produced just after the draft in June and sent to each
subscribing team, then updated throughout the minor league
season.

Client teams and Scouting Bureau personnel, using inter-
active or batch terminals, have easy access to DATANET-
WORK in over 250 time-sharing cities located in the United
States and Canada. When a team dials in and asks for up-
dates, it receives all scouting opinions including second or
third visit impressions by the same scout.

A printout on a particular player will include the latest
preferential order relative to other players contained within
the data base. The preferential order is based on all infor-
mation available from scouts, who use a 2-to-8 rating scale
for each category of performance.

Preferential lists for the free agent drafts contain all the
players by position, scout, and state where they played. To
make this list, players must have a total of 20 points mini-
mum, with 80 points the maximum.

The reports for the pro system are large and more com-
plicated. They assess 23 different aspects of a player’s per-
formance in such areas as running, throwing, hitting, field-
ing, accuracy, range and aggressiveness. An overall evaluation
from all scouting reports is produced by the computers and
added to the composite comments.

The reports are printed and arranged according to the farm
system in which the players play. Only those players in a
particular farm system are profiled for the parent major
league club. Password and other identifiers are used to limit
access to specific teams for information on individual pro
system players.

To the Major League Scouting Bureau, DATANET-
WORK is indeed a Most Valuable Player.

Cricket

Experience in the commentary box convinced ex-England
cricket captain and BBC commentator Ted Dexter that the
introduction of the computer as a statistical tool could be
of importance both to the game and to the huge audience
that follows it on television. His ideas were welcomed by
one of cricket’s most respected statisticians, Irving Rosen-
water who, together with BBC-TV producers David Kenning
and Nick Hunter, began working with Honeywell Informa-
tion Systems Ltd. to enlist modern computer technology for
the benefit of cricket and its followers.

The outcome was a Level 6 Model 33 computer system,
with 64K words of memory, cartridge disk and two visual
display units, together with a special ‘black box’ designed
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by Honeywell’s Hemel development group to interface the
Level 6 to the TV camera, thereby enabling the contents of
the VDU screens to be duplicated on viewers’ screens at
home.

Under the control of Honeywell’s MOD 200 operating sys-
tem, the Level 6 stores score-cards and a wide range of crick-
eting statistical data. One of the VDUs is located in the com-
mentary box, allowing an operator to request the display of
relevant information, such as score displays, analyses, sta-
tistics, etc. This data is then simultaneously displayed in the
commentary box and, if required, transmitted in the same
format. .

The screen format has been refined to provide two sep-
arate viewing sectors, one of which displays data duplicated
on viewers’ screens while the other—not available for trans-
mission—contains additional information for the commen-
tary box.

83RD ANNUAL BOSTON MARATHON

APRIL 16, 1979

DISTRIBUTION OF RUNNERS BY AGE GROUPS

NUMBER NUMBER NUMBER AVERAGE PERCENT

AGE ENTERED STARTED  FINISHED TIME FINISHED
UNDER 20 125 125 96 02:54:08 76.8
~ 20-24 893 890 715 02:51:07 80.3
25-29 1489 1484 1162 02:52:10 78.3
30-34 1476 1470 1171 02:55:25 79.6
35-39 934 932 728 02:58:41 78.1
40-44 1671 1671 1216 03:12:46 72.7
45-49 869 869 600 03:15:15 69.0
50-54 ‘ 338 337 209 03:19:01 62.0
. 55-59 93 93 49 03:17:38 52.6
60 & OVER 39 39 12 03:22:30 30.7
TOTALS 7927 7910 5958 03:01:15 75.3

THE AVERAGE RUNNER WAS 34.5 YEARS OLD

On-air trials were conducted during TV coverage of the
Prudential World Cup, and the BBC and Honeywell have
agreed to go ahead with computerized statistics for televised
coverage of cricket.

CONCLUSION

This concludes my list of the existing examples of sports-
related computer applications, but I think you’ll agree that
their diversity and quantity are quite impressive. A similar
discussion of the same topic a few years hence could—at
least theoretically—touch on virtually any aspect of every
sport currently pursued by man. If the trend continues at its
current pace, we may be nearer than we think to the day
that shouts of ‘‘Kill the umpire”> will be replaced with
““Debug that Model 2310.”

MALE: AVERAGE TIME BY WEIGHT GROUPS

NO. OF AVERAGE

WEIGHT RUNNERS TIME

UNDER 100 3 02:56:48
100-109 3 02:55:02
110-119 42 02:50:08
120-129 259 02:52:28
130-139 ' 930 02:55:20
140-149 1532 02:57:59
150-159 1452 03:02:43
OVER 159 V 1441 03:05:54
TOTAL 5662 03:00:28

THE AVERAGE RUNNER WEIGHED 149.3 POUNDS
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MALE: DISTRIBUTION OF FINISHERS BY HEIGHT AND WEIGHT

UNDER ‘ OVER

WEIGHT 5'0" 5'0"-52"  5'3U-5'5" - 5'6"-5'8" 5'9"-6'0" 6'0" TOTALS
UNDER 100 0 1 1 1 0 0 3
100-109 1 0 2 0 0 0 3
110-119 2 0 13 27 0 0 42
120-129 17 2 57 148 33 2 259
130-139 60 3 47 466 348 6 930
140-149 73 15 11 404 974 55 1532
150-159 52 25 7 147 1073 148 1452
OVER 159 14 61 15 33 804 514 1441

TOTALS 219 107 153 1226 3232 725 5662

FEMALE: AVERAGE TIME BY HEIGHT GROUPS
MALE: DISTRIBUTION OF RUNNERS BY AGE GROUPS ‘

. NUMBER OF AVERAGE
NO. NO. NO. AVERAGE PERCENT
AGE ENTERED STARTED FINISHED TIME FINISHED ’ HEIGHT RUNNERS TIME
UNDER 20 106 106 83 02:51:05 78.3 ,
UNDER 5'0" 54 03:18:44
20-24 807 . 804 658 02:49:09 81.8 , ;
25-29 1341 133 . 1081 02:50:32 80.9 5'0"-5'2" - 37 03:14:40
30-34 1346 1340 1097 02:53:58 81.8
5'3-5'5" 105 03:17:13
35-39 851 849 685 - 02:57:31 80.6
40-44 1636 1636 1197 0312133 73.1 5'6"-5'8" 84 03:15:30
45-49 853 853 592 03:15:09  69.4 5'9"-6'0" 14 03:11:23
50-54 335 334 208 03:18:58 62.2 :
: mv - .
55-59 93 93 49 03:17:38 52.6 OVER 6'0 . 2 03:21:16
60 & OVER 38 38 12 03:22:30 315
‘ TOTALS 296 03:16:26
TOTALS 7406 7389 5662 03:00:28 76.6

THE AVERAGE RUNNER WAS 34.8 YEARS OLD ‘ THE AVERAGE RQNNER'S HEIGHT WAS 5'3"
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UNDER
WEIGHT  5'0"
UNDER 100 4
100-109 9
110-119 19
120-129 11
130-139 9
140-149 2
150-159 0
OVER 159 0
TOTALS 54

FEMALE: AVERAGE TIME BY WEIGHT GROUPS

WEIGHT

UNDER 100

100-109
110-119
120-129
130-139

140-149

TOTALS

NO. OF
RUNNERS

14
70
113
61
28

10

296

AVERAGE
TIME
03:16:33
03:14:27
03:17:36
03:16:40
03:15:59

03:17:09

03:16:26

THE AVERAGE RUNNER WEIGHED 115.2 POUNDS

5'Q"-5'2"

19
10

37

5'3"-5'5"

33
55
12

105

5'61!_5!8“

28
36

11

84

FEMALE: DISTRIBUTION OF FINISHERS BY HEIGHT AND WEIGHT

OVER
5'9"-6'0" 6'0" TOTALS
0 0 14
0 0 70
0 1 113
1 1 61
5 0 28
8 0 10
0 0 0
0 0 0

14 2 296
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FEMALE: DISTRIBUTION OF RUNNERS BY AGE GROUPS AVERAGE TIME BY HEIGHT GROUPS
NUMBER NUMBER NUMBER AVERAGE PERCENT
AGE ENTERED STARTED FINISHED TIME FINISHED NUMBER OF AVERAGE
HEIGHT RUNNERS TIME
UNDER 20 19 19 13 03:18:35 68.4 .
20-24 86 86 57 03:13:40 66.2
UNDER 5'0" 273 03:04:13
25-29 148 148 81 03:13:55 54,7 :
30-34 130 130 74 03:16:57° 56.9 5'0"-5"2" 144 03:04:31
35-39 83 83 43 03:17:17 51.8 513n_55n 258 03:07:24
40-44 35 35 19 03:26:40 54,2 v
45-49 16 16 8 03:23:01 50.0 5'6"-5'8" 1310 02:59:58
50-54 3 3 1 03:29:21 33.3 5'91-6'0" 3246 03:01:01
60 & OVER 1 1 0 00:00:00 0.0
OVER 6'0" ‘ 727 03:00:44
TOTALS 521 521 296 03:16:26 56.8
THE AVERAGE RUNNER WAS 29.8 YEARS OLD TOTALS 5958 03:01:15

THE AVERAGE RUNNER'S HEIGHT WAS 59"

AVERAGE TIME BY WEIGHT GROUPS

‘ NUMBER OF AVERAGE
WEIGHT ~ RUNNERS TIME

- UNDER 100 17 03:13:O4l
100-109 73 03:13:39
110-119 155 03:10:09
i20-129 320 . 02:57:05
130-139 958 02:55:56
140-149 1542 02:58:06
150-159 1452 03:02:43
OVER 159 1441 03:05:54
TOTALS 5958 03:01:15

THE AVERAGE RUNNER WEIGHED 147.6 POUNDS
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DISTRIBUTION OF FINISHERS BY HEIGHT AND WEIGHT
UNDER OVER
WEIGHT 5'0" 5'0"-5"2" 5'3"-5'5" 5'6"-5'8" 5'9"-6'0" 6'0" TOTALS
UNDER 100 4 9 3 1 0 0 17
100~109 10 19 35 9 0 0 73
110-119 21 10 68 55 0 1 155
120-129 28 2 69 184 34 3 . 320
130-139 69 3 50 477 353 6 958
140-149 75 15 11 404 982 55 1542
150-159 52 25 7 147 1073 148 1452
OVER 159 14 61 15 33 804 514 1441
TOTALS 273 144 258 1310 3246 727 5958

MALE: AVERAGE TIME BY HEIGHT GROUPS

HEIGHT

UNDER 50"
5'0"-5'2"
5'3"-5'5"
5'6"-5'"
5'9"-6'0"

OVER 6'0"

TOTALS

NUMBER OF

RUNNERS

219
107
153
1226
3232

725

5662

AVERAGE
TIME
03:00:39
03:01:01
03:00:39
02:58:54
03:00:58

03:00:40

03:00:28

THE AVERAGE RUNNER'S HEIGHT WAS 5'9"
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STATE/COUNTRY

Australia
Belgium
Bermuda
Brazil
Canada
Columbia
Costa Rica
Denmark
England
Egypt
Finland
France
Germany
Greece
Guam

Haiti
Holland
Ireland
Israel

Japan
Kenya
Korea

New Mexico
New Zealand
Norway
Philippines
Portugal
Puerto Rico
Saudi Arabia
Scotland
Sweden
Switzerland
Turkey
U.S.A.
United Kingdom
Wales

West Germany .
none
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NO. NO. PCT. NO. PCT.
STATE/COUNTRY ENTERED ENTERED STARTED FINISHED  FINISHED
Alaska 14 14 100.0 9 64.2
Alabama 40 40 100.0 31 77.5
Arkansas 11 11 100.0 9 81.8
Arizona 96 96 100.0 66 68.7
California o 848 847 99.8 566 66.8
Colorado 112 112 100.0 85 75.8
Connecticut 278 278 ' 100.0 222 79.8
Dist. of Columbia 64 64 100.0 46 71.8
Delaware 31 31 100.0 23 74.1
Florida 192 - 190 98.9 140 73.6
Georgia 122 122 100.0 95 77.8
Hawaii 28 28 100.0 17 60.7
Iowa 50 50 100.0 37 74,0
Idaho 9 9 100.0 6 66.6
Illinois 213 213 100.0 142 66.6
Indiana 110 110 100.0 76 69.0
Kansas 19 19 100.0 14 73.6
Kentucky 45 45 100.0 38 84.4
Louisiana 49 49 100.0 36 73.4
Massachusetts 994 990 99.5 764 77.1
Maryland 215 215 100.0 172 80.0
Maine 70 70 100.0 57 81.4
Michigan 236 236 100.0 178 75.4
Minnesota 134 134 100.0 94 70.1
Missouri 59 59 100.0 42 71.1
Mississippi 18 18 100.0 15 83.3
Montana 8 8 100.0 6 75.0
North Carolina 119 119 100.0 99 : 83.1
North Dakota 11 11 100.0 10 90.9
New Hampshire 90 90 100.0 68 75.5
New Jersey ' 319 318 99.6 251 78.9
New Mexico 42 © 42 100.0 30 71.4
New York 904 903 99.8 695 76.9
Nebraska 14 14 100.0 13 92.8
Nevada : 9 9 100.0 9 100.0
Ohio ' 249 249 100.0 205 82.3
Oklahoma 10 10 100.0 9 90.0
Oregon 78 78 100.0 53 67.9

NO. NO. PCT. NO. PCT.
STATE/COUNTRY : ENTERED ENTERED STARTED FINISHED FINISHED
Pennsylvania 426 424 99.5 332 78.3
Rhode Island 105 105 100.0 84 80.0
South Carolina 49 49 100.0 38 71.5
South Dakota 12 12 100.0 8 66.6
Tennessee 75 75 100.0 60 80.0
Texas ) . 203 203 100.0 155 76.3
Utah 27 27 100.0 24 88.8
Virginia 237 237 100.0 179 75.5
Vermont 58 58 100.0 46 79.3
West Virginia’ 37 37 100.0 31 83.7
Washington 84 84 100.0 57 67.8
Wisconsin 140 140 100.0 117 83.5

Wyoming 5 5 100.0 4 80.0






Computers helping dance notation help the dance: a vision

by STEPHEN W. SMOLIAR

General Research Corporation
Santa Barbara, California

1. DANCE NOTATION: WHAT AND WHY?

The production of a ballet is one of the most frustrating en-
deavors in the performing arts today. The frustration stems
from the fact that a substantial amount of information must

be shared among a large number of individuals, and the only -

manifestation of this information is in a few human memo-
ries. Often the information is evolving: a choreographer will
work from day to day with a company of dancers, saving
only a fraction of material from one day to the next, until,
eventually, the “‘vision”” of a complete piece of choreog-
raphy has been formed. Alternatively, in the case of recon-
structing a piece of choreography, disagreements inevitably
arise as to whose memory of the original is most accurate.
In the absence of any ‘‘hard’’ information, such disagree-
ments can only be resolved by the strength of authority.

These problems do not arise when a symphony orchestra
prepares a concert. In fact, such problems are quite unthink-
able in the world of music. This is because the ‘‘vision’ of
the composer has been set down in a notation which has
been second nature to the vast majority of performing mu-
sicians for well over a thousand years. However many years
he may have been lying in his grave, the composer has man-
aged to communicate his authority to the performers of today
through the score and part books of his music.

The predominance of music notation has led many ‘‘fans”’
to assume that notation plays a similar role in the dance.
Unfortunately, this is only a half-truth. In fact, the origins
of dance notation go back practically to the origins of clas-
sical ballet ((Hutchinson]); but, as we shall see, notation has
never ‘‘caught on’” among dancers as it did among musi-
cians. In the following section we shall attempt to analyze
why this is the case, after which we shall consider how the
computer might be able to remedy this situation.

2. CURRENT PROBLEMS IN DANCE NOTATION

Any idea which is unpopular always has a bastion of myths
to support its unpopularity. The primary myth about dance
notation is that it can’t possibly work (not that it doesn’t
work, mind you—one may simply deny the possibility of
contradicting evidence). The reason behind this myth inev-
itably stems from an argument to the effect that the human
body has so much moré subtlety and so many more degrees
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of freedom than any musical instrument that no notation
could ever come close to capturing such an overwhelming
amount of information. Leaving the dance community aside
for a moment, such an argument would be regarded as patent
nonsense by any performing musician. He knows that his
notation does not embody the full range of subtlety of expres-
sion on an instrument; indeed, that is what makes performing
so interesting. He understands that the score is but an ab-
straction of a musical performance and that performance is
unthinkable unless he first contributes a substantial amount
of his own information to that score. Are we to assume, then,
that no such level of abstraction exists for choreography?
Au contraire! History has provided us with an abundance
of abstractions, and this turns out to be one of the more
substantive problems surrounding dance notation.

2.1 Lack of universality

In the early years of ballet, dance notation was not a par-
ticularly burning issue because it was a rather simple matter.
All dances were made out of a relatively small number of
archetypal patterns, and ‘“‘recording’’ a dance was simply
a matter of indicating which patterns were selected, in what
order they were executed, and what path the dancerfollowed
while eXecuting these patterns. (An analogy with the neu-
matic notation of chant may be appropriate.) )

As the vocabulary of ballet became freer, such ‘‘neu-
matic’’ notations became less useful. The issue of ‘“‘com-
monly accepted patterns’ also dissolved as dance styles
began to cross international boundaries. There followed a
wide variety of attempts to record movement iconographi-
cally. (The number of variations on the stick figure in the
name of dance notation is almost mind-boggling.) Unfortu-
nately, such ‘‘icons’’ could never represent movement; they
could only represent selected positions assumed in the
course of movement. How one progressed from position to
position tended to be described in an ad hoc manner, gen-
erally fully understood only by the inventor of the notation.

In spite of these many unsuccessful attempts, this century
has seen two genuine abstractions of human movement in-
corporated into notations—one developed by Noa [Eshkol]
and Abraham Wachmann, the other by Rudolph Laban
([Hutchinson]). Both of these abstractions are based on the
skeletal system—a view of the body as a system of bones



68 National Computer Conference, 1980

connected at joints. Both also incorporate systematic rep-
resentation of the passage of time. Thus, one is presented
with a continuous representation of positions assumed by
the skeleton throughout the flow of time, as opposed to the
“‘selected snapshots’’ of an iconographic notation.

Unfortunately, while these two notations share a common
abstraction, their syntaxes differ radically. Neither can be
readily embraced by one who is familiar with the other. This,
then, is the key ‘‘political’’ problem with dance notation.
Each notation has its own strongly devoted band of follow-
ers, organized as an international society and firmly con-
vinced that theirs is ‘‘the true way.”” At a time when it is
hard enough to get the majority of the dance community to
accept notation of any sort, such factionalism is of little ben-
efit. (Incidentally, several of the iconographic notations have
also managed to gather their own factions. A dancer who
is seriously interested in notation is bound to have about as
much trouble as a Republican who is seriously interested in
a presidential candidate.)

In a sense, one may say that the presence of two viable
notations is worse than having none at all. Excessive quib-
bling over syntax tends to cause one to forget that at the

foundation of both is an excellent semantic model for de-.

scribing choreography. While it would not be particularly
difficult to train a dancer to read both notations, there being
no differences in the basic principles, the antagonism of fac-
tionalism will continue to discourage any dancer from learn-
ing either.

2.2 Difficulties in.recording

Once a notation is selected, one must still face the fact
that preparing a dance notation score is not an easy process.
The main difficulty is that while a composer may be able to
get all his ideas set down in score working strictly on his
own, a choreographer tends to grow his ideas out of inter-
actions with his dancers. Under such circumstances, a cho-
reographer is not really in a position to spend his time writing
scores; so this role is assumed by a third party, a ‘‘dance
notator’’ who acts somewhat like a court stenographer while
rehearsals are in progress.

A professional notator described the difficulties in pre-
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““First of all, before the notator’s preparation of the final pencil
draft, there is the process of writing and rewriting rough drafts.
As the dancers learn, the notator jots down symbols. If there
are many dancers quickly learning difficult movements, it be-
comes impossible for the notator to write everything while the
dancers are learning. The dancer learns a total movement with
all parts of the body operating ‘‘in parallel,”” while the notator
must record each change in a body part—being limited by the
speed at which he can write. Because of this limitation, the
notator learns to write essential key symbols which cue his
memory. When viewing his notes after the rehearsal is over,
the notator will fill in the details and check these at the next
day’s rehearsals.

A problem with this way of working arises when a notator
works with a large ballet company staging a new work. Because

of the company’s organization, many hours a day must be de-
voted to teaching the work. In some situations, the choreog-
rapher may be working with different groups of dancers through-
out a ten to twelve hour period. This makes the process of filling
in details ““after hours’’ difficult. As a rule, the filling-in process
generally requires one to two hours for each hour spent in re-
hearsal. Even if we overlook the fatigue of a day which involves
twelve hours of rehearsal time, simple arithmetic shows that
there just aren’t enough hours in the day to keep up with the
work outside rehearsal. The notator must be tremendously or-
ganized and must have sufficient stamina to stay abreast of what
every dancer in the company is learning—committing most of
this information to memory. Frustration sets in when the cho-
reographer decides to add and drop parts of the dance or to
revise steps and sections. Battling constantly with the organi-
zation of notes, the notator tries to ‘‘get everything down,”
filling in missing spots during ‘‘clean-up’’ rehearsals, which are
conducted after all the dancers have learned their parts. Finally,
when the dance is ready for production, the notator collects all
the information regarding props, scenery, lighting and cos-
tumes. These are included in the score, since the score serves
as a historical document to be used for reconstruction purposes.

Under such working conditions the notator is in no position
to work on the final pencil draft as the rough notes are accu-
mulated. The notator will not have such time until after the
dance is in performance. The job then becomes a matter of many
hours of solitary work copying the rough notes, laying out pages
of graph paper, and refining the actual notation used.

Autography, in itself, is also a very time-consuming process.
The autographer must know enough Labanotation to be familiar
with the symbols to be copied and the basic rules of layout (in
case the layout of the final pencil draft has to be modified).
When the autography is done by hand, the autographer must
also be skilled in working with special pens, indelible ink, tem-
plates, and reproducing paper. The symbols are arranged on the
page as specified in the notator’s pencil draft and layout booklet.
Calculations for margins and aesthetic spacing are made before
proceeding with the inking, where each line is separately drawn
and connected.”

It should be noted that the problems of autography are
more serious for Labanotation than they are for the notation
of Eshkol and Wachmann. However, the basic problem of
collecting the actual data remains the same. Furthermore,
the astute reader will have noted in the above scenario that
one must still rely heavily on the powers of human memory.
Once a score is prepared, it can bear the weight of authority;
but the problem of establishing that a score is an accurate
recording of the choreography is not a minor one. In general,
the choreographer will not understand the notation well
enough to pass judgment on it. This brings us to our third
major problem.

2.3 Difficulties in reading

Unfortunately, the only individuals who are capable of
reading dance notation scores are those same individuals
who serve as dance notators. Neither choreographers nor
dancers, in general, can, on their own, extract all the infor-
mation which these scores contain. Not only does this mean
that the choreographer is in no position to pass judgment on
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the accuracy of the score, but also it implies that for purposes
of reconstruction, a dance notator must again be brought to
rehearsals. However, the role of this notator has now shifted
from ‘“‘court stenographer’ to ‘‘ballet master.”” Using the
score, the notator can demonstrate all the movements as
they have been recorded. Thus, the notator will work with
the dancers the same way that the choreographer does. The
difference is that all authority of information resides in the
score; the notator is simply the medium by which the dancers
may gain access to the score.

3. COMPUTER ASSISTANCE
3.1 Data entry

The above description of the plight of a dance notator in
preparing a score might, in another context, be construed
as an advertisement for a word processing system. In fact,
the technology of word processing is precisely the sort of
remedy which will alleviate all the time-consuming frustra-
tions of score preparation. The only potential obstacle arises
from the fact that the basic data structure for word pro-
cessing is one-dimensional, the character string, while dance
notation scores are inherently two-dimensional.

Fortunately, the technology of computer graphics allows

us to manipulate two-dimensional structures as easily as one-
dimensional ones. The real issue is whether or not the no-
tation is well enough structured that it can be conveniently
manipulated in a syntax-directed fashion. The notation of
Eshkol and Wachmann poses no problem in this respect,
since it consists of elementary configurations of numbers
placed within the boxes of standard graph paper. Labano-
tation, on the other hand, has a much broader vocabulary
of graphic symbols; but it has been demonstrated that these
symbols are highly organized according to a structure which
may be reflected in the internal structures of a text pro-
cessing system ([Smoliar]).

Given such a ‘‘notation processing system,’’ one may en-
visage the notator of the future working with a portable
graphics terminal which may be easily installed in a ballet
- studio. All initial notes may be entered during rehearsal into
some common file structure which will become the data re-
pository for the particular ballet. As the steps are taught in
greater detail, the notator will be capable of using the time
to update the score as it has been recorded thus far. Then,
as rehearsal enters the final stages, the notator will be able
to follow along in the score, confirming the accuracy of the
recorded material. Much of the routine efforts of ‘‘filling in’’
and ‘‘cleaning up”’ may be relegated to system functions
performed by the notation processor, leaving the notator free
to worry primarily about the semantic content of the nota-
tion. Finally, given a suitable device for hard-copy output,
the need for a separate autography stage will be eliminated.
All information necessary for graphic formatting will already
be present in the file structure of the score, so that the prep-
aration of a “‘final”’ draft will simply be a system output
function.

How realistic is this vision? For Labanotation the basic
theoretical problems have been solved, and a prototype sys-
tem has been implemented ([Smoliar]). However, the tech-
nology of the implementation is not at all appropriate to the
ballet studio, utilizing large and expensive processing and
graphics equipment. The major problem is to take the results
of research conducted to date and pass them through a de-
velopment phase which would result in a usable product.
Unfortunately, such a development project would entail a
substantial expense for a product which would never be par-
ticularly widely used. (Even assuming an overwhelming in-
terest in dance notation, the number of notators will never
approach the number of secretaries.) Thus, the development
of the product itself could never be cost-effective; and, as
a result, for sheerly economic reasons, the feasibility of this
vision is pathetically low.

3.2 Notation interpretation

From a point of view of data processing, the problem of
““notation illiteracy’’ is far more substantial than the data
entry problem. The latter is only concerned with formatting
a well-defined system of symbols; the former must address
the semantics behind these symbols. Of course, the real issue
behind these semantics is the issue of human movement it-
self. What is required, at the data processing level, is the
ability to construct a simulator of human movement. Given
the existence of such a simulator, one may then regard a
notation score as a set of commands to that simulator.

How might such a simulator be structured? Clearly, the
basic underlying model of the human skeleton must be pres-
ent, since this model is incorporated in the abstractions of
the systems of both Laban and Eshkol and Wachmann.
When one addresses more detailed specifics, however, one
discovers that much of the basic structure of Labanotation
may be interpreted as a rather powerful plan for a highly
general simulator ([Weber]). Under this model every joint
of the skeleton may be regarded as being endowed with the
“‘processing power”’ to orient itself with respect to some
well-defined system of reference. Furthermore, both the
origin and the axis-orientation of this system of reference
may vary during the course of the simulation, according to
specific commands incorporated into the notation. Further-
more, every moment is classified as either a gesture, which
simply changes the orientation of the skeleton, or a support,
which entails a major movement of the center of gravity.

-(Gestures will, necessarily, entail minor movements of the

center of gravity.) A simulator based upon these principles
has, in fact, been designed ([Badler]).

Clearly, no dancer or choreographer will be interested in
the specific mechanisms of a computer simulation of human
movement. However, given an implementation of such a
simulator, one could monitor its behavior through a graphic
display of human figures. These figures need not necessarily
resemble ‘‘ideal’” dancers. (Remember, the notation itself
is still only an abstraction of the movement it represents.)
However, the display should be capable of capturing all in-
formation which the notation has recorded. Furthermore,
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given the essentially invariant behavior of the simulator, the
display may be highly flexible. One may ‘‘observe’’ the sim-
ulator from alternative points of view, perhaps changing the
point of view while the display is in progress. Given many
figures, one may wish to ignore displays of all but one or
two. These are facilities by which a dancer would be able
to observe the steps and learn a part in a manner similar to
the protocols of the rehearsal studio. (These facilities are
also far beyond the capabilities of any conventional video
recording techniques.) Finally, the output as prepared by
such a simulation system would be a playback of the score
which the choreographer could observe as a means of ap-
proving the accuracy of the contents of that score. Working
in conjunction with the notator, the choreographer could
have a direct hand in establishing the score’s validity.

Once again, there is the question of feasibility of such a
vision. If the prospects of a notation processing system are
slim, there seems to be little hope for the development which
would be necessary to produce such a display system which
could become a convenient installation in a ballet studio.
One can only hope that the need for the simulator itself may
attract the interests of better-endowed institutions. It would
not be the first time the arts would benefit from a ‘‘spin-off™’
of a product of high technology.

4. OTHER VISIONS

4.1 An information management system for recorded
dance

4.1.1 A network of data bases

Given that the two visions proposed in the preceding sec-
tion appear to be rather remote, it may be somewhat unwise
to fantasize further. Nevertheless, these visions have some
implications which are worth dwelling upon in their capacity
to foster further visions. The mere fact that we have pro-
posed a variety of digital representations of human move-
ment, for example, leads us to consider possible applications
involving data bases.

One of the greatest problems facing the dance world, as
we have seen, is the reliable dissemination of information.

T nl ~AAaMRnany
In general, a company learns its choreography from a cho-

reographer who ‘‘resides’’ there. If another company wishes
to perform the same ballet, they must make arrangements
for the choreographer, or some other reliable authority, to
““visit’’ for the purpose of teaching the choreography. While
the choreographer may be the only reliable authority in the
matter of teaching all the subtleties of performance, teaching
the basic steps to a new company is generally a rather tedious
and tiresome undertaking. The problem, once again, is one
of the information imprisoned in an individual’s memory.
A network of data bases of dance notation scores would
go a long way toward alleviating this difficulty. The result
would be one of a nationwide (if not worldwide) library of
the ballet repertoire. Local sites would be responsible for
recording and maintaining their share of this repertoire.
Given the ability for computer interpretation of dance no-

tation, this library would be accessible even to those *‘illit-
erate”’ in the notation. One could draw upon the computer
not only to provide the score but also to provide the sort of
performance of the score described in the previous section.
Under these circumstances, a choreographer could rely upon
the services of the computer to handle teaching the basic
steps, leaving him free to concentrate upon the final details
of performance. (A similar situation, without the use of a.
computer but with dancers ‘‘literate’’ in Labanotation, cur-
rently exists in the Syracuse Ballet [Ubelll.)

4.1.2 Copyright issues

A critical component of any information management sys-
tem is a mechanism which protects the information managed
by the system. Such a mechanism should secure responsi-
bility for the creation of a score, as well as protecting the
choreographer’s rights to determine who may read that
score. These ideas deserve a bit of further elaboration.

First of all, what is the nature of the information to be
subject to protection? In the system proposed in the pre-
ceding section, this information is divided into two cate-
gories: (1) notation scores, and (2) animated interpretations
of notation scores. Four levels of protection may be applied
to both of these categories:

1. No access—a user is denied any access to a particular
score or animation.

2. Read only—the user may use the system to view a
particular score or animation, but access is limited to
what may be observed while seated at a display ter-
minal.

3. Copy—the user may request a physical copy of a score
or a film or videotape of an animation.

4. Update—the user is allowed to modify the information
in a notation score or animation or access the program
which translates notation into animation.

The information management system may then maintain
records regarding which levels of protection apply for which
notation scores and animations to which users of the system.
Authority to update will incorporate authority to change a

“particular protection level. Thus, initially, the notator will

maintain a protection level of 4 and use it to limit access to
preliminary versions of the score. (The choreographer and
dancers, for example, may be allowed read only access,
while the rest of the users are forbidden all access.) Ulti-

mately, by assigning a protection level of 4 to a choreog-

rapher for a completed score and animation, the system au-
tomatically allows that choreographer to be the ultimate
arbiter of protection status for his ‘‘personal’’ information
or to delegate this authority to any user of his choice. Re-
quests from users for permission to see protected informa-
tion may also be handled by the system through a ‘‘mailbox’’
facility.

Under Such a system it is likely that information will be
better protected from copyright abuse than printed scores
or films. A page of dance notation displayed at a terminal
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cannot be taken over to a Xerox machine to be copied with-
out authorization. Also, it should not be difficult to guard
against users photographing or filming images displayed at
a terminal. There remains the problem of a user copying out
a notation score by hand, but this problem is comparable to
that of an individual preparing a notation score strictly from
attending performances of a ballet. While this system would
not prevent all forms of copyright abuse, it would only allow
those which are extremely difficult or inconvenient to im-
plement. ' :

4.2 Choreography

While many choreographers derive their inspirations from
spontaneous interactions with their dancers, not all cho-
reographers enjoy the luxury of a company of dancers ex-
isting purely to satisfy their creative urges. Even in the best
of companies, rehearsal time is limited; and a choreographer
cannot always explore his creative urges at his personal con-
venience. Here, again, the composer is at an advantage. In
the absence of an instrumental ensemble, he may still turn
to a keyboard to experiment with his ideas.

The sort of facility we have been discussing could ulti-
mately serve as an analog to the keyboard for a choreog-
rapher. Of course, it would require the choreographer to
learn the notation; but is that asking more than requiring that
a composer possess certain keyboard skills? The intent is
not to use the computer to produce an artistic object, but
rather to assist in those mental processes which are invoked
during the act of creation. It will be little more than a device
with which the choreographer may better plan his rehearsal
time.

Considering what has happened in music, one must envis-
age the posibility of attempts to automate choreography it-
self. The results in music, to date;, have been rather unim-
pressive. There have already been some analogous attempts
in choreography. Unfortunately, in both cases these tend to
be diversions of individuals who are rather casual practi-
tioners of the art. Lacking the patience to negotiate the ex-
cruciating details of creation, they turn to technology for a

crutch. Unfortunately, human audiences tend to respond to
acts of human creation; and unless the performers manage
to contribute some element which transcends the meagre
bookkeeping of the alleged choreographer, the resulting
product tends to have little to offer even the most dedicated
audience of human beings.

" 4.3 Scholarship

If the production of dance appears to be in the Dark Ages

~ when compared with the world of music, the issue of dance

scholarship is practically pre-historic. Once again, the prob-
lem is one of recording information. It is very difficult to
analyze a ballet when all one has are verbal accounts of that

-ballet. (One might just as well pass legal judgment strictly

on the basis of hearsay evidence.) The accumulation of a
repertoire in scores would open the doors to possibilities for
comparative analysis. Even in music, the theory of com-
position, as we know it, did not come into its own until
notation was a common practice. The study of dance history
can, eventually, become more than an accumulation of in-
direct accounts, but only if we see to it that the dancers them-
selves are allowed the benefit of objective recording.
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Automatic Camera Effects System (ACES)

by STEVEN N. CRANE and R. DAVID SNYDER

Walt Disney Productions
Burbank, California

INTRODUCTION

The need to achieve realism in theatrical motion pictures
with miniature models requires precise positioning, close
tolerances, and a high degree of repeatability. A particular
movement of the camera and the subject(s) may be repeated
several times to create mattes or other special effects in-
volving multiple exposures. Traditionally, miniatures pho-
tography has been performed ‘‘by hand.”’ Each frame would
be set up and shot individually, a tedious and time consuming
procedure. Effects work of this sort was very expensive and
required special skills and lots of patience; consequently,
very little of this type of filming was done. The introduction
of electronic, and recently computerized, motion control has
tremendously advanced the state of the art. It is now possible
to create effects relatively easily and inexpensively that a
few years ago would not have been feasible. Electronic mo-
- tion control enables the film maker to control the orientation
of the camera and subject to a high degree of precision and
move the system through several degrees of freedom.

Computerized motion control places the electronic motion
control system under the control of a computer. The com-
puter is programmed to provide the variety of specific types
of control that the film maker will want to use. He may call
up those controls, specify whatever parameters tailor the
control mode to the particular instance, and the computer
operates the motion control system to achieve the desired
effect. The computer can also aid the film maker in other
ways such as scene planning and storage and retrieval.

EARLY WORK AT DISNEY

The first automated camera system at Disney was con-
structed in late 1970 by Ub Iwerks. It was designed specif-
ically for filming passes over held art work for the ‘‘Hall of
the Presidents’’ show at Walt Disney World. It consisted of
a 30 foot long overhead track upon which the camera was
mounted (the “‘truck axis’’). A large square plate at one end
of the track held the art work to be photographed. The plate
could be moved vertically (north/south) and horizontally
(east/west). Autofocusing was achieved with a cam driven
off the truck axis. The system thus controlled a total of three
axes.
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The system was not computer operated. It would scan a
strip of white paper. When a black line was detected on a
particular ‘“‘track’ the axis controlled by that track would
begin to move until another line was detected. When all axes
halted, the shutter would be tripped automatically and the
system would move on to the next frame. It operated in stop
motion mode only. Unfortunately, the project got a late start,
there were problems with sensitivity and consistency and
with the deadline looming ever closer it was decided to resort
to traditional methods to finish the job. Ub planned to con-
vert from the white paper tape control method to punched
paper tape when time became available. He also formulated
plans to build an automated cartoon crane. Unfortunately,
Ub died before he could implement any of his plans. With
Ub gone there was no one left in a position of authority to
push for innovative methods.

Several years later (1976) the studio faced the prospect of
producing a science fiction movie (eventually dubbed ‘“The
Black Hole”) involving hundreds of matte paintings and a
tremendous workload of special effects processing. Without
an equally tremendous increase in productivity the film could
not be made. The idea of shooting held art (such as a matte
painting) automatically was reexamined by Dave Snyder,
Manager of Scientific Programming, Don Iwerks, machine
shop manager, and matte artist, Harrison Ellenshaw. They
obtained approval for constructing the ‘‘Matte-SCAN’’ sys-
tem.

The Matte-SCAN system is a high precision numerically
controlled stop-motion camera crane. The 'system moves
along a 71 inch truck axis, with 50 inches east/west, and 26
inches north/south. Positioning accuracy is a thousandth of
an inch in each axis. The camera is capable of exposure times
from infinity to shutter speeds of over 24 frames per second.
The system also provides automatic focusing. It is used to
photograph a matte painting or a projected image. The pro-
jector frame advance is controlled automatically. There is
also an auxiliary output channel which can be used for spe-
cial effects devices to be synchronized with the operation
of the rest of the system. The entire system is operated au-
tomatically by a programmable controller designed to con-
vert non-n/c machine tools to numeric control.

Early tests revealed the Matte-SCAN system to be an
unqualified success. This lent new credibility to the concept
of computer-aided film making. Proposals first made by
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Dave Snyder in late 1971 to build an automated motion pic-
ture camera were reexamined. Also, other motion control
'systems then in existence at other studios were considered.
However, none of these provided exactly what was needed.
It was realized that such a facility would become a perma-
nent tool as basic as the Mitchell camera and Chapman crane
to future film-making at Disney. Therefore, it was decided
no reasonable expense would be spared in doing a thorough
and complete job.

DEVELOPMENT OF ACES

The go-ahead to build the Automatic Camera Effects Sys-
tem was received in early February 1978. The system was
designed between January and May 1978. An ‘‘Operator’s
Manual” was issued in April 1978. This served as both a
functional specification for the software design, and as a
device for studio personnel (who would operating the sys-
tem) to tailor the device to their needs. Software coding
began on the operator interface that same month. As changes
were made to the manual they were implemented in a dem-
onstration program. The software was coded initially on a
NOVA 2 system since the ACES computer was not ordered
until May 1978, and not delivered until October. At this time
production on ‘“The Black Hole’” was scheduled to begin
August 1. Meeting that date would be impossible but every
effort was made to keep the pace of development at a high
level.

The software installed on the NOV A 2 included provisions
for responding to commands as though the hardware were
present. This enabled all functions but the interface to the
hardware to be debugged before the hardware even existed.
The servo equipment was ordered from an outside vendor
in May 1978 and was delivered in October. The computer
was interfaced to the servo controllers by Walt Disney World
personnel. The first test shots were filmed on November 6,
1978, and the first production shots were filmed on Novem-
ber 24, 1978. After some light leakage problems in the camera
were fixed, production began in earnest on December 13,
1978. Production of ‘‘The Black Hole”’ by the second unit
was wrapped on October 12, 1979. In the interim the soft-
ware had gone through several phases of enhancements and
additions. The hardware was also continually being updated

and improved.

CONFIGURATION OF ACES

The Automatic Camera Effects System is permanently in-
stalled on Sound Stage 3 at Walt Disney Studios in Burbank,

California. It consists of a camera stand mounted on a 68 - -

foot long fixed two-rail track (Figures 1 and 2), a model stand
riding a portable 30 foot track (Figures 3 and 4), and a min-
icomputer and servomotor controllers located in an air-con-
ditioned computer room within the stage. Other devices are
also used in conjunction with ACES including a process
projector, a video camera, two video monitors and a video
tape recorder, a 16 foot by 25 foot high frequency blue

screen, a 38 foot by 72 foot DC blue screen, and other effects
devices that may be wired up to ACES to achieve some
special purpose.

The computer is a Data General NOV A 3/12 with hardware
multiply/divide, hardware floating point, 64K words of mem-
ory, a 2.5 megabyte cartridge disk, dual floppy disks, a
Dasher video display terminal, and a Dasher printer terminal
(see the block diagram in Figure 5). The ACES software
operates under the Mapped Real Time Disk Operating Sys-
tem and is coded about 90 percent in FORTRAN V and 10
percent in NOVA assembly language.

The system operates in the foreground on the CRT ter-
minal. The software consists of several concurrent tasks.
The main task processes all user input and operates the hard-
ware during filming. Other tasks display the current camera
and model stand positions, monitor the digital inputs, and
handle the jogging controls.

The camera stand has six degrees of freedom. The axes
are identified as follows: truck (parallel to the track), east/
west (horizontal, perpendicular to the track), north/south
(vertical), pan (yaw), tilt (pitch), and roll plus focus. These
axes are illustrated in Figure 1. The shutter and film transport
are also computer controlled as to position and speed of
advance/rewind. There is also an electronic shutter which
is used for capping. The model stand has four degrees of
freedom: truck (parallel to the portable model stand track),
yaw, pitch, and roll. These axes are illustrated in Figure 3.

The resolvers which measure position are designed to pro-
vide a control tolerance of 0.01 inch for linear axes and 0.01
degree for rotational axes. The camera and model stand axes
can be moved into a position which is within these tolerances
of the desired position. Since the mechanical tolerance of
the equipment is finer that the resolution of the resolvers,
the hardware achieves even greater accuracy in repeating
a movement through a sequence of positions.

OPERATION OF ACES

ACES is designed to be operated by studio personnel,
experts in film making but completely unfamiliar with op-
erating a computer. A set of approximately 40 commands
is entered via the keyboard. A row of special function keys
above the keyboard is used to jog the camera stand or model
stand into a desired positon. The operator specifies a set of
between two and twenty positions in order to create a take.

A take is the building block of a motion picture. It is a
continuous strip of film which presents one unbroken se-
quence of action from one viewpoint. Each attempt to film
such a sequence is a separate take, and several attempts are
usually required to obtain a satisfactory result.

The positions specified by the operator are called key po-
sitions or station points. The camera stand and model stand
are required to be at a particular key position at a specific
frame number. A listing of key positions for one particular
take is shown in Figure 6. The position of the camera and
model axes for the frames between station points is obtained
by a piece-wise cubic polynomial interpolation algorithm
(the “‘inbetweener”’). The interpolation is done automati-
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Figure 1—ACES camera stand.

cally by the computer whenever a take is to be filmed or
rehearsed. The inbetweener creates a file on the cartridge
disk containing the desired camera positions at each frame
in the take. A take may consist of up to about 2000 frames.
A pseudo-axis called the point of interest (POI) has been
defined for special use. The value of the POI axis is the
distance from the camera to the object being photographed.
It is usually equal to the focus distance, but can be different
if special soft focus effects are desired. The POI is defined
in order to establish in 3-space the point at which to aim the
camera. The location of this point is ‘‘inbetweened’’ in the
same way as the other axes so that it will move smoothly
through space. If this point does not move through space,
then the camera will remain trained on this point (moving
camera pan and tilt) even though the camera stand and model
stand may be moving through a complicated sequence.
The ACES camera will film or rehearse a take in two
modes: continuous motion or stop motion. Under continuous
motion the film transport and mechanical shutter move con-

tinuously while the camera stand and model stand also move.
This is the way live action motion picture filming is done.
Any objects in motion will create a blur on the film which
is usually a desirable effect since it looks realistic and com-
municates motion to the viewer. Effects filming, however,
is often done with stop motion. Because the objects being
filmed have traditionally been put into position painstakingly
by hand and moved by hand from frame to frame, it was
necessary to shoot each frame individually with all objects
at rest. It was not possible to have the objects being pho-
tographed and the camera in continuous motion during film-
ing.

With a motion control system (using servomotors—not
stepper motors) it is now possible for all elements of a scene
to be in continuous smooth motion relative to one another.
This is most important for scenes involving fast action. Sharp
images of an object in rapid motion across the field of view
causes a ‘‘strobing’” effect that is distracting and undesira-
ble.
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Figure 2—ACES camera stand.
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AUTOMATIC CAMERA/EFFECTS SYSTEM (ACES)
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Figure 3—ACES model stand.

Another special type of continuous photography is slit-
scanning. In slit-scan mode the ACES camera can create
effective shutter openings of greater than 180 degrees. This
increases the degree of blur and can be used to create streak-
ing effects. Shutter openings approaching 360 degrees can
be achieved by holding the shutter open for close to the
entire duration of the frame and then quickly advancing from
full open to full open to advance the film to the next frame.
As currently implemented, the film is advanced in about 340
milliseconds. If the exposure time is 15 seconds (a typical
value for miniatures photography which requires a small
aperture to achieve depth of field) then the effective shutter
opening is 356 degrees.

The key positions or station points are usually established
by jogging the camera and model into position and viewing
the scene through a boresight or video camera fixed in place
of the motion picture camera. The entire movement may
then be rehearsed and viewed (and recorded if desired) in
black and white video. The take may then be modified if
necessary by inserting new key positions or deleting or

changing old ones. Once a take has been filmed the system
prevents it from being modified further. However, a take
that has been filmed can be copied and the new, duplicate
take can be edited.

The take data is stored permanently on floppy disks, and
up to 99 takes may be put onto a single floppy. The take
data consists mostly of position data but also includes such
‘“‘slate’” information as the type of lens used, the date and
time the take was last shot, the name of the scene and pro-
duction and so on.

The sequence of events that occurs in stop motion shoot-
ing begins when ACES moves all camera stand and model
stand axes into position for the next frame. The computer
then checks to see if a pause in shooting has been requested.
The request is done either in advance via the keyboard entry

‘or during shooting by pressing a pause button at the control

console. The programmed pauses may be used, for example,
to adjust set pieces through which the camera is supposed
to be moving as they pass in and out of camera range or to
maneuver a blue screen backing as the camera pans around.
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Figure 4—ACES model stand.
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Figure 5S—ACES block diagram.

The pause function is also useful for handling unanticipated
events so that filming need not be aborted. If there are no
pauses requested, ACES will proceed to produce any re-
quested digital outputs. These may be used for example to
advance the process projector or control other special pur-

pose devices. The system then waits for mechanical jitter
to settle down. The settling time is an input variable, since
the amount of jitter in the system can vary widely depending
on how models and other devices are mounted on the equip-
ment. After the settling time has passed, the transport/shut-
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Figure 6—Key positions for a sample take.

ter is operated to expose the film for the requested exposure
time.

The execution of a continuous shot is very simple. The
axes are moved smoothly and continuously through the en-
tire take. While shooting in continuous mode, position up-
dates are transmitted to the servo controllers every 40 mil-
liseconds. Since position data are computed only for every
frame and a frame will usually require several seconds to
execute, it is necessary to compute on-the-fly position up-
dates 25 times per second. ACES performs linear interpo-
lation between even frame increments.

If at any time something happens to ruin the take or if the
equipment malfunctions any one of several emergency stop
buttons may be depressed to disable the servo controllers
and let the equipment coast to a halt. The ACES software
detects the E-stop condition and reverts to the command
mode after displaying a warning notice. To test for correct
program operation a watchdog timer is built into the servo
control circuitry. If the timer is not reset by the ACES soft-
ware at least every second, the E-stop comes on automati-
cally.

The E-stop buttons are enabled at all times and may be
used during stop-motion or continuous shooting or when the
equipment is being moved via the jogging controls. Other
sensors detect the occurrence of a break in the film, check
the status of the mechanical and electronic shutters (open
or closed), receive the ready signal from the process pro-
jector, and perform other similar functions.

CONCLUSION
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the motion picture industry is flexibility. ACES is designed
for flexibility. The boom may be reoriented in any one of
four directions. The yoke mounting to the boom may also
be rotated so that the yoke can be extended below to either
side of or above the boom. The yoke may even be completely
detached and located away from the camera stand, and in
. this configuration the camera stand can be used as another
model stand. All of these things not only can be done but
were done at some time or other during the shooting of ‘“The
Black Hole.”

The same flexibility is required of the software. It was
occasionally necessary to introduce a temporary patch into
the software in order to achieve some particular effect. The
pause provision, a, variable settling time, and the slit-scan
shutter, among others were first introduced in this way.
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uirement Ior a system 2 o€ o vaiuge o

Later, they were incorporated as available options. As more
options were built in, the need for programmer intervention
declined, but it never ceased entirely nor is it likely to. There
will probably always be an occasional requirement for some
new twist.

Electronic motion control systems can most efficiently
and effectively be used in conjunction with a computer. The
computer interface enables the operator to think and com-
municate in the terms with which he is most familiar, and
at the same time the availability of built-in modes of oper-
ation insures that the motion control system is correctly op-
erated each time to produce the desired effect. o

Electronic motion control is the first major innovation in
the motion picture industry in a long time. The effectiveness
and desirability of computer-aided techniques in film making
is now firmly established, but there remains much yet to be
done. Most of the tools used in the motion picture industry
date back to the 1930’s or earlier. They do the job, but at
the expense of a large expenditure of time and specially:
skilled labor. The industry is fertile ground for computeri-
zation to increase productivity, lower costs, and increase
both the quantity and quality of the product. At Walt Disney
Productions consideration is now being given to introducing.
computer control or computer assistance to the cartoon
cranes, the Muitiplane cartoon camera, and the process lab.
Given spiraling production costs and intense competition for
box office receipts, the spread of computerized techniques .
in film making is inevitable.

GLOSSARY
Boresight—attached to the ACES camera stand in place of
the movie or video camera. It provides a check of the

camera’s point of view.

Blue screen—serves as a background for shots where the
background is to be replaced with an image supplied from
another source. For example, there may be live actors in
the foreground superimposed on a background shot of a
volcanic eruption, or there may be spaceship miniatures
in the foreground with an image of stars and planets in the
background. ,

Capping—preventing light from entering the camera box to
keep the film from being exposed, especially while the film
is being advanced or rewound.

Held art—still photograph, painting, or projected image
which is given apparent motion by photographing it with
a moving camera.
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Inbetweening—in animation the process of filling in the ac-
tion by creating intermediate drawings for the frames be-
tween key drawings. In ACES, interpolating positions for
the frames between key positions.

Jogging controls—push button controls that move a selected
axis a certain increment each time the button is depressed.
Holding the repeat key down causes a continuous move-
ment. There is a fast jog rate and a slow jog rate for each
axis.

Key postion—a particular location and orientation of the
ACES camera stand that is required to occur at a specified
frame number during a take. There may be up to 20 of
them for a take of up to 2000 frames long.

Matte—an opaque silhouette intended to mask out a cor-
responding area on a film frame. The masked out area will
then be replaced with an image from another source (such
as a matte painting). The matte must correspond exactly
to the image to be superimposed.

Process projector—projects an image into the scene being
photographed. The ACES process projector was used, for
example, to project an image of people’s shadows onto
the side of a spaceship model.

Scene planning—preparing a movement of objects and/or
camera in advance by computing the desired positions at
each frame based on some criterion. The criterion may be,
for example, to achieve a ‘‘ratioed move’’ where the rate
of the camera toward the object decreases with decreasing
distance so that the object seems to grow in size at a
constant (rather than accelerating) rate.

Second unit—the film crew responsible for photographing
special effects and stunts. The first unit films the principal
actors and standard live action.

Shutter and film transport control—the ACES transport
mechanism holds the film in place (with pins inserted into
the sprocket holes) while the film is being exposed. After
it is exposed the transport pulls the film down to the next

frame, which is in turn held in place to be exposed. The
(mechanical) shutter is a thin half-disk which rotates be-
fore the film plane so as to block light transmission. The
film is held during the other half of the shutter’s rotation.
The shutter opening is usually 180 degrees but it can be
adjusted manually to any value between 0 and 180 degrees.
The time it takes to rotate the mechanical shutter once
(and the time it takes to expose one frame and advance
to the next) is called the turnover time or frame time. The
exposure time is one-half the turnover time for a 180 de-
gree shutter, one-quarter the turnover time for a 90 degree
shutter, .and so on. The shutter can also be operated at
variable speeds. The shutter can be opened, held open for
a given exposure time and then rapidly closed again. The
shutter is operated in this way during stop motion shoot-
ing.

Slate information—the take number, scene number, direc-
tor’s name, cameraman’s name, and other such informa-
tion that appears on the slate board photographed before
each take, and which uniquely identifies the take.

Slit-scanning—photographing with a moving camera or mov-
ing objects with the shutter held open. The effect is to
create a streak across the frame for moving objects im-
parting an impression of great speed.

Station point—a key position.

Stop motion—photographing stiil objects which move be-
tween frames only while the shutter is closed. Atrelatively
slow speeds stop motion is indistinguishable from contin-
uous motion. At high speeds the objects create a strobing
effect.

Strobing—when an object moving in relatively large incre-
ments between frames seems to jump rather than make
a smooth move between frames.

Take—a continuous strip of film representing an uninter-
rupted sequence of action from one viewpoint.
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HARDWARE
General system description

The ACCESS hardware is comprised of eight 200 megabyte
moving head, removable disk pack disk drives. There are
two microcomputers, a disk drive controller, two auxiliary
memory banks, three sound data channels and a two channel
independent high speed memory bus (DMA) which inter-
connects all of the preceding devices. There are various pe-
ripheral controllers for interfacing and controlling external
equipment such as video tape record/playback units, mag-
netic tape recorder/players, sound amplifiers, level moni-
tors, and SMPTE code conversion units. The CRT terminal
(with keyboard), a 300 line per minute printer, video mon-
itor, speakers, and the operations console which contains,
switches, indicators, and sound modification controls are all
located in the operations room which is about 60 feet from
the computer room where all the other equipment is located.
The computer electronics hardware is mechanized on two
sided printed circuit cards (PCB) approximately 5 X 8 inches,
with wire-wrapped integrated circuit sockets, and interface:
connectors on both ends. The PCBs plug into standard 7
inch high, 19 inch wide card cages with combination wire-
wrapped and printed circuit backplanes. Ribbon cables on
the back edge of the PCBs interface between card cages and
to external peripheral equipment. The card cages, disk drive
controller, and power supplies are mounted in a standard
cabinet 84 in Hx 19 in Wx 24 in D.

Major component description

The master computer (MACPU) contain a microproces-
sor, CRT terminal interface, 36 kilobytes (KB) of memory,
disk controller (DCU) interface, arithmetic/logic unit, inter-
rupt logic, printer interface, a direct control interface to the
monitor computer (MOCPU), and the master DMA control
logic. The MACPU performs most of the data processing
load, handles interrupts, issues control tables and checks
status of the DCU and DMA. As the name implies the
MACPU is the master of the system and essentially controls
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the entire system. The CRT terminal and the printer interface
directly to the MACPU. The DMA consists of two inde-
pendent 8 bit data channels that allow simultaneous data
transfers between any two pairs of devices on the DMA.
Data transfer rates vary with the fastest rate being memory
to memory transfers, 2 megabytes (MB) per second, and the
slowest when the DCU is one of the devices, 806 KB/sec.
There are six major devices interconnected on the DMA—
MACPU, MOCPU, DCU, two auxiliary memory banks
(AUX1, AUX2), and the sound channel DMA controller
(SCHDMA) which coordinates data transfers to two sound
data output channels (SCH1, SCH2) and one sound data
input channel (SCH3). The MOCPU is almost identical to
the MACPU except for the resident peripheral controllers.
It handles all SMPTE code operations for synchronization
purposes and has a floppy disk controller interface. It in-
terfaces to all three sound channels via an independent 8 bit
bidirectional data bus which is used to send/receive sound
modification data, issue mode controls, monitor sound data
memory balance counts, and is also used to control and
monitor status of the external video tape equipment and
audio tape equipment. The AUX1, AUX2 memory banks
contain 28 KB each and are used primarily as buffer storage
areas. The DCU is the most sophisticated device in the sys-
tem. It can control up to 8 disk drives, each capable of storing
200 MB on a removable disk pack. Each pack can hold 40
minutes of digitized sound data so 4 hours and 40 minutes
of sound effects (7 packs) can be on line and instantly avail-
able to the system. One drive is used as the system software
drive and is also used to hold sound modification data, mas-
ter library index, system maintenance and test routines, etc..
Normally only a few seconds of a sound effect are required
to be stored in the library. That basic piece of sound can be
modified in an infinite number of ways and then only the
mod data need be saved which requires virtually no storage
space by comparison. The DCU requires a minimum of in-
tervention from the MACPU which initiates operations and
monitors status. The DCU accesses its command tables and
transfers data under DMA control to/from any device on the
DMA except the SCHDMA. Command tables can be linked
or chained which allows a series of operations to be per-
formed automatically. The DCU will select a drive, move
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its heads to a specified cylinder, search for a selected record
or key, and when located perform a read or write data block
operation, and then signal the MACPU that it is finished.
The DCU can execute 25 commands and can provide full
track buffering to ease timing constraints. The sound chan-
nels each contain 36 KB of memory configured as first in
first out (FIFO) memory. SCH1,2 accept digital sound data
and the analog sections read the data out and convert it into
an analog voltage, send it to the output multiplexer which
routes the sound voltage to external equipment such as audio
amplifiers, level monitors, and tape recorders. The nominal
output sample rate is 50 KHZ and the digital sound sample
size is 12 bits. SCH3 is identical to SCH1,2 except for the
analog section which accepts, scales, and conditions a sound
voltage input from any external source or from the outputs
of SCH1 and/or SCH2 through the input multiplexer. The
input sound is digitized at a 50 KHZ rate into a 12 bit word
and written into the FIFO where it is read out to the DMA.
The operations console contains the modification controls
and indicators for two sound channels (effectively an au-
tomated mixer with added capabilities). Each channel has
a volume (level) control, frequency (pitch) control, six equal-
ization controls that provide a range cut and boost from
—15db to +15db over three frequency bands (each
adjustable). There are also bandpass shape selection switches
for each band. There are enable switches and indicators for
each of the controls, system status and mode displays, and
a SMPTE time code display. There are remote controls for
both video tape and audio equipment.

SOFTWARE

A detailed description of the software is beyond the scope
of this paper and it is difficult to describe in a general manner
and still be meaningful. In order to realize maximum effi-
ciency and flexibility from the system the hardware was de-
signed as general purpose as possible to permit continuing
software development to expand the capabilities of the sys-
tem. A very good balance has been achieved whereby hard-
ware handles real-time system requirements such as sound
data transfers, time code processing, interrupt generation,
hlgh speed 16 bit arithmetic and loglcal operatlons etc. The
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intervention from the MACPU which allows maximum pro-
cessing time. Programs are generally modular and self con-
tained which permit modification and upgrading without im-
pacting the entire system. The power of the DCU enables
the computer to use virtual memory techniques which allow
the system disk to look like program storage. Program data
blocks can be moved between DCU and MACPU very rap-
idly, 36 KB in less than one tenth of a second and MACPU
processing is suspended for less than one third of that. The
variable record format capability of the DCU permits opti-
mum program and data block size. Indexed sequential access
methods (ISAM) techniques are used allowing the DCU to
locate and fetch a sound (begin transfer) in less than one
tenth of a second. The editor seldom has to wait on the sys-
tem because of programming delays. The menu concept is

used where the editor is presented a list of functions, sounds,
etc., which are displayed on the CRT. He then responds by
choosing the desired item by entering a letter or number
corresponding to that item. Direct questions are displayed
requiring only a single entry to respond. Keyboard entries
are kept to a minimum as much as possible. Entries are error
checked and error messages displayed if the editor makes
a mistake such as an invalid time code, specifying overlap-
ping sounds on the same track, attempting illegal operations,
etc. If auxiliary information is allowed such as descriptions
of sounds or modified sounds the entry format is free form,
i.e., the editor can enter anything he wants. There are no
“‘computerese’’ type entries required. All information en-
tered or generated during operation is saved by the system
to eliminate redundant entering of data which permits many
tasks to be performed virtually automatically. Complete re-
call and re-creation of previous work done at any level is
kept available so changes can be made quickly no matter
how long ago the original work was done. Reports are gen-
erated in various formats and printed for use by editors,
sound technicians, and mixers. System software utilities
consist of a modified INTEL assembler and editor for pro-
gram generation, DCU format, test routines, disk pack eval-
uation, memory test programs for fault detection and iso-
lation, and system diagnostics.

OPERATION

A brief description of the major programs and their func-
tions available to the editor will be covered although it should
be noted that approximately one hour is required for a live
demonstration of the general capabilities of the system.

Editor

This program is used to fetch and edit a sound(s). The
desired sound is selected by entering its key ID (up to 15
alpha/numeric characters) or the list program will display a
screen full of sounds with their ID and description for se-
lection. The display can be started at any point in the library
and will be continually displayed until the end or until the

aditn 1 +
editor selects one by entering a number associated with the

sound. Previously modified sounds can be called by entering
the mod sequence number and they also can be displayed
on the CRT. The selected sounds can be played for listening
only or for modification using the operations console. The
sounds will be played upon command from the editor or if
the VTR is being used for picture display when SMPTE time
code agreement is found. (All picture material is recorded on
3/4 inch video tape cassette with SMPTE time code super-
imposed on the picture and also recorded on one of the audio
tracks. If production sound was available it is recorded on
the other audio track.) The editor can choose one of the
following functions—play the sound as it exists in the li-
brary, play a previously modified sound, create background
(continuously repeats the sound) or edit the sound. The edit
function permits modifying the length of the sound by pro-

\
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gressively delaying the beginning or shortening the end of
the sound or will enable the editor to select any portion of
the sound. After the sound is played he can again select one
of the functions or if mods were made he can reset them or
save them. If the mods are saved the system assigns a mod
sequence number and after the editor enters a description
it is entered into the library. Mods made using the operations
console are retained and replayed so mods can be made to
mods on successive passes without losing the previous mods
(automated mix feature).

Prescript -

This program is used to create up to 19 sound tracks (10
min. each) for up to 23 picture reels (10 min. each). For
example, a 1 hour show will typically consist of six 10 min.
reels, each requiring seven sound tracks for a total of 42
tracks. The editor will assign the reel number, track number,
start/stop time code, and the sound ID or mod number and
the program will assign a chronological sequence number
within the track and error check the entries. The accumu-
lated track data is always available for display or printing.
Once entered the entries can be modified, deleted, or moved

to any tracks or reels very simply. This program also con- -

solidates all data pertaining to the show being worked on—
sounds, mods, timing data and stores it on one (or more)
disk packs called the ‘‘show’’ pack. This permits an entire
show to be played or laid off without the need for all the
library packs (where the sounds originated from) to be on
line. It can also be used as a library pack and allows an entire
show to be saved in the physical space required for about
five 35mm 1000 foot reels instead of the typical 42 reels re-
quired for a one hour show. Changes can be made and laid
off almost instantaneously using the show pack. There is
also a ‘“show history’’ pack which contains all the data nec-
essary to re-create a show pack except the basic sounds. A
show pack is not normally retained after a show has com-
pleted final production. When a show pack is to be re-created
the program will tell the editor which library packs need to
be on line. Up to 80 show pack histories can be accommo-
dated by one show history pack.

Play tracks

This program permits the editor to play back one or two
tracks (of the same reel). The editor enters the reel number,
track(s) number, and if the track playback is to begin at a
point other than the beginning of the track the sound se-
quence number is entered. Playback commences upon com-
mand from the editor (the SMPTE time code is simulated
by the program) or when SMPTE time code agreement is
found with the external equipment (usually the VTR). As
with all programs the operation can be terminated at any
time by the editor.

Record

This program is similar to the Play Track program and it
is used to lay off or record sound tracks to an external device
(usually a single or multi-stripe magnetic tape recorder). An
output multiplexer allows the tracks to be assigned to any
of six output lines. The editor enters the reel number,
track(s) number, the stripe assignment number, and if re-
cording is to start at a point other than the beginning the
sound sequence number is entered. Recording begins when
the external equipment is interlocked (up to speed and in
sync) and SMPTE time code agreement is reached.

Update library

This program is used to load new sounds into the sound
library. A sound can be input from any source (synchronized
or not) and after being digitized it is saved temporarily on
the system pack. It can then be played back and checked
for quality, level, and then edited for length (usually several
seconds is sufficient for most sounds). When satisfied with
the sound the editor enters the key ID and description and
specifies the library pack the sound will be stored on. The
program checks the sound key ID for duplication and verifies
that there is enough space on the specified library pack. The
sound data is then transferred to that pack and the master
library index is updated and the key entered into the ISAM
table.

List

This program enables the editor to display and/or print out
numerous lists of information in a variety of formats (alpha-
betic or numeric order, time code sequence, etc.). Some of
these are the contents of the sound library, modified sound
library, showpack, show history pack, and track contents.
Cue sheets with time ordered entries and 35mm feet/frames
references for mixers and lay-off sheets for sound techni-
cians are also provided.

SUMMARY

ACCESS was installed at Neiman-Tillar Associates, 8304
Beverly Blvd., Los Angeles, in January 1977 and has been
used to create sound effects tracks for many feature films
and TV shows. ACCESS has enabled the editor to expand
and utilize his creative abilities as well as increase production
output fivefold. The instantaneous availability of sounds and
the.electronic editing capability results in a tremendous time
savings. Software development continues to enable dialog
clean-up and music editing to be performed on ACCESS.
The second system is almost completed (pre-production
model). ACCESS has become the biggest technical advance
in the Post-Production sound editing field over the past 50
years.






The use of computer technology in Magicam slave camera

systems

by DAN SLATER, ROB KING and JOHN GALE

Magicam, Inc.
Hollywood, California

INTRODUCTION

With both the complexity of motion picture scenery and
costs increasing, the motion picture industry is looking for
cost effective methods to produce the desired film images.
One approach is to inset actors into miniature sets. Main-
taining correct perspective relationships between the scene
components is critical to the illusion. Magicam has devel-
oped a unique system which automatically maintains a real
time perspective match between scene components under
dynamic conditions. This unit in essence simulates a 6 degree
of freedom pantograph coupling 2 cameras at different scene
scale factors.

DIGITAL REPEAT PASS CAMERA

Several groups have developed digital repeat pass camera
systems for miniature photography. These systems generally
consist of a gimbaled camera on a boom arm which can
maneuver near a miniature set or artwork cell. The camera
is usually controlled by pulse motor drives under minicom-
puter control. Most importantly the camera motion may be
repeated several times to form a composite image from scene
components.

As an example a simple spacecraft scene could be built
up from the following scene components: (1) star field back-
ground, (2) spacecraft body, (3) spacecraft lighting, and (4)
spacecraft window detail.

Each component would be filmed separately because of
differences in component scale or lighting. A fleet of space-
craft could be simulated by repeat pass filming of a single
~ spacecraft.

Digital repeat pass camera motion is usually controlled by
a disk, tape or memory playback of a predefined move. The
move is normally produced by recording joystick motion or
using curve fitting techniques. Several systems operate in
synthetic coordinate spaces allowing the user to program
motion in a more convenient reference frame.
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VIEWPOINT TRANSFORMATION BETWEEN SCENE
COMPONENTS

The successful combination of scenes at different scale
factors requires that a transformation of scene and lens char-
acteristics be made. This is most easily visualized by ex-
amining what will happen if a camera-lens-scene system is
magically shrunk. By invoking the law of similar triangles
it can be proven that linear dimensions will change by the
scale factor ratio while angles remain invariant.

1. The following linear dimensions will change by the
scale factor ratio: (a) film size, (b) lens diameter, (c)
Iens focal length, (d) lens pupil aberrations, (¢) wave-
length of light, (f) translational motion of the lens en-
trance pupil.

2. The following angular measurements and dimension-
less ratios are independent of the scale factor ratio:
(a) angle of view, (b) lens F number (focal length/di-
ameter), (c) the optical angular resolution, (d) rotation
of the lens entrance pupil.

The viewpoint scaling transformation as described abowve
is impractical to implement in the real world, particularly if
the scale factor is dynamic. To be useful the scaling trans-
formation must be modified to support an unscaled image
plane. Since the property of rotational invariance requires
that the angle of view shall remain equivalent between scene
components, both the foreground and background lenses
must have identical effective focal lengths. As a normal lens
is focused the effective focal length will vary. By using a
taking lens with telecentric properties (i.e., the chief rays
exit parallel to the optical axis) the angle of view will remain
constant during focus.

Since the focal length was forced to a constant value the
lens diameter scaling must be by iris adjustment. Several
problems arise. Image resolution in a diffraction limited lens
varies as the ratio of the wavelength of light to the lens en-
trance pupil diameter. Since it is not practical to scale the
wavelength of light, image resolution will suffer due to dif-
fraction limiting. Special optical techniques beyond the
scope of this paper are required to solve this problem.
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SLAVE CAMERA PHOTOGRAPHY

Magicam currently is using an analog based slaved camera
system (ASC) operating under the constraints of the view-
point scaling transformation. The ASC consists of a fore-
ground camera unit, control unit and a background camera
gantry. ‘

The foreground camera photographs the full scale scene
component, usually actors, against a choma-key blue screen.
The foreground hardware consists of a standard broadcast
color TV camera mounted on an instrumented dolly provid-
ing 5 degrees of freedom. The position of the camera view-
point is determined by a small analog computer reading the
various dolly sensors.

The dolly steers in the crab mode which corresponds to
all 4 wheels pointing in the same direction simultaneously.
This results in the dolly heading remaining constant inde-
pendent of the direction of travel. As a first order approx-
imation the wheel rotation rate and steering angle correspond
to the magnitude and direction of the horizontal velocity
vector. The velocity is sensed by a wheel tachometer and
resolved into cartesian coordinates by a sin-cos pot meas-
uring the steering angle. The foreground lens viewpoint off-
set is computed and added to the position data prior to the
scaling operation.

The background unit consists of a probe lens camera sys-
tem mounted on a 6 degree of freedom gantry. The probe
lens is similar to a submarine periscope. This allows maxi-
mum maneuverability in the miniature scene since in theory
the background camera physical dimensions and height
should be reduced by the scale factor ratio. The probe lens
viewpoint height can under certain conditions approach the
miniature floor level.

The system uses DC servos to position the various axes.
Generally all servos must be fast, smooth and have low dy-
namic errors. The rotational axes typically have noise levels
below 10 arcseconds and a velocity lag error constant (Kv)
greater than 500.

* The horizontal axes are driven by velocity servos which
integrate the foreground velocity command signals. To main-
tain an acceptable integration error tolerance it is necessary
to use both a high loop gain and servo nonlinearity modeling.
Since the servos are operating as integrators the constant of
integration must be defined. This is most easily established
by measuring the distance in both the foreground and back-
ground to targets at equivalent scaled distances.

The vertical axis uses a leadscrew drive to physically raise
and lower the complete camera and probe lens assembly.
Even though this axis operates as a positional servo it is
necessary to initialize it by adding in an arbitrary offset. This
is necessary to set the correct height ratio between the fore-
ground and background scenes. Note that the background
floor height is at an arbitrary level relative to the foreground.

The lens yaw is accomplished by rotating the complete
camera and probe assembly with a direct drive DC torquer.
The lens optical path goes through the center of the torque
motor. Lens tilt is accomplished by servoing a mirror
mounted at the probe tip.

ASC DEFICIENCIES

The ASC, while successfully in use today in television
productions, is not adequate for feature film production. The
ASC lacks the level of precision required for large screen
work and does not have move playback capabilities.

The precision of the perspective match is limited primarily
by three error sources.

Lens aberrations

The ASC optics have an excessive mismatch between en-
trance pupil aberrations of the foreground and background
lenses. The entrance pupil aberrations do not degrade the
image but instead cause an angle dependent scene misregis-
tration. The entrance pupil aberrations correspond to an an-
gular distortion of the camera viewpoint.

Attitude determination errors

The ASC foreground attitude is referenced to the floor
which generally is not flat.

Roll errors

Camera roll is not sensed and therefore is not reproduced
in the background unit.

MAGICAM MCS

The Magicam modular camera system (MCS) is a highly
modularized digitally based camera system. The MCS is es-
sentially an integration of several concepts including a Mag-
icam analog slave camera system and digital repeat pass cam-
era technology. As a combination of several techniques it
provides more than the sum of the respective capabilities.

The MCS uses 35MM motion picture cameras to photo-
graph the scene components, requiring significantly higher
accuracies than the ASC.

The MCS consists of the following modules: (1) fore-
ground position measuring system (FPMS), (2) foreground
camera (FCAM), (3) digital computational system (DCS),
(4) background gantry assembly (BGA), (5) background cam-
era (BCAM), and (6) background abort sensing and imple-
mentation system (BASIS).

FOREGROUND POSITION MEASURING SYSTEM
(FPMS)

Because of problems related to a floor based attitude ref-
erence used in a previous unit, the MCS attitude data is
derived from inertial sensors referenced to the g vector and
artificial stars in the stage area. The foreground position is
determined by an inertially smoothed microwave transpon-
der. A CCD startracker boresighted through the camera op-
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tical system provides a primary alignment referenced to the
camera viewpoint.

The strapdown inertial measurement unit (IMU) provides
body relative yaw, pitch and roll rate signals which are in-
tegrated to form an earth relative viewpoint attitude. The
attitude matrix is used to resolve the IMU accelerometer
outputs into the earth reference frame. The acceleration
components are integrated twice to form a viewpoint posi-
tion.

To maintain adequate long term accuracy it is necessary
to estimate the hardware errors. This is accomplished by
combining the IMU outputs with ranging data derived from
a microwave transponder in an extended Kalman filter.

The Kalman filter is configured as a partial feedback filter
operating in the error state space. The error state vector
includes 3 gyro bias, 3 accelerometer bias, 3 velocity error
and 3 position error state elements. To maintain acceptable
performance, approximately 1 filter update per second is
required.

As compared to conventional navigation systems, the
FPMS operates in a significantly smaller area, with a higher
sample rate and a higher translational axes measurement
accuracy. :

FPMS performance design requirements:

Angular Translational
Range limit ............. Continuous  50. meters
Rate limit ............... 540. deg/sec 100. cm/sec
Acceleration ........... 5400. deg/s/s 50. cm/s/s
Resolution .............. 10. arcsec 2. mm (1 sigma)
Accuracy ............... 60. arcsec 3. mm (1 sigma)
Sample rate ............ 96. Hz 96. Hz

CCD STAR TRACKER

The FPMS star tracker provides two separate functions.
As a startracker the foreground CCD sensor detects artificial
stars in the stage area. Alternately the CCD video output
may be combined with the video from a similar background
CCD sensor to form a preview composite image.

The FPMS must be aligned relative to the camera view-
point. The camera viewpoint corresponds to the camera lens
entrance pupil. By placing a series of artificial stars in the
stage area, the lens pupil location can be determined by star
tracking. A CCD imaging device is coupled to the film cam-
era optical system by a beam splitter and a format conversion
relay lens. The relay is required because a full frame image
is needed for the composite scene preview function.

The CCD sensor samples the field of view as a discrete
512 %320 pixel array, corresponding to approximately .1 de-
gree per pixel in the object space. By computer processing
it is possible to resolve star positions to a small fraction of
a pixel. Tests with the RCA CCD sensor indicate star po-
sitions can be resolved to 20 arcseconds. The pixel inter-
polation is accomplished by first suppressing images other
than stars and then determining the energy centroid of a
defocused star. Spurious images are suppressed by subtract-
ing a star off image from a star on image.

DIGITAL COMPUTATIONAL SYSTEM

The digital computational system consists of two general
purpose mini-computers with disk and 9 track tape storage,
an interactive graphics terminal and the associated software
required to operate the system. One computer handles the
FPMS while the other handles system control and the back-
ground hardware.

MCS CONTROL PROGRAM STRUCTURE

The MCS control program is heavily based on state space
techniques as developed in modern control theory. The sys-
tem state is defined as a minimum set of variables called a
state vector. The state variables are those variables which
determine the future behavior of a system when the present
state of the system and the excitation signals are known.

The dynamic behavior of the system is determined by the
state transition process where the new system state is formed
as a function of the current state and any deterministic forc-
ing functions. In the MCS the state transition.is formulated
in a discrete time manner.

By formulating a state vector at a basic level, program
modularity is enhanced since intertask communications are
handled naturally by the state vector.

The core of the MCS program consists of the following
program modules.

State vector compiler

The state vector compiler allocates and produces named
references to an area in core where the state vector resides.

State initialization

The state initialization program copies the state vector to
and from disk in core image form. This routine is used both
to initialize the system and for graphics oriented nested con-
trol structures.

State vector editor

The state vector editor provides a human interface to the
values in the state vector. Values may be both displayed and
modified.

Synthetic servo handler

The synthetic servo handler transforms the synthetic axes
motion state to real axes motion, provides predictive (lead)
motion estimation to compensate for servo desampler lag,
and provides error checking.
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Foreground interface

This routine is an interface to the foreground viewpoint
position estimate computer.

State transition program

The state transition program transforms the current sys-
tem state to a new system state 1 sample interval into the
future. The new state is a non-linear function of the current
state and deterministic control functions.

State transition program editor/compiler

This routine is a special purpose editor which allows the
user to display and modify the state transition program using
a film oriented language. Provisions are included to partially
invert the state transition program for reverse time motion.

The MCS program is coded in the FORTH  language.
FORTH is a unique and powerful programming technique
providing the required speed and language extensibility
necessary for this application. In essence FORTH simulates
a set of extensible virtual stack oriented processors which
are programmed in a virtual macro assembly language.

BACKGROUND GANTRY

The MCS uses the same background gantry as the ASC.
The gantry has been modified to accept a new probe lens
and motion picture camera. In addition a CCD camera has
been boresighted on the optical axis to allow verification of
scene component registration.

The gantry is under the control of a digital closed loop
servo system which was specifically designed to operate in
a sampled data environment. The servo system utilizes a
phase coherent desampler with a wideband feedforward
error estimator to reduce scene component tracking errors

to an acceptable level. For repeat pass motion playback the
desampler time scale factor may be varied under computer
control.

BACKGROUND ABORT SENSING AND
IMPLEMENTATION SYSTEM (BASIS)

Because of the relatively high cost and fragile structure
of the MCS probe lens and miniature sets, positive protection
is required. The Magicam MCS incorporates both back-
ground fault sensing and abort implementation hardware to
protect both the probe lens and miniature. The BASIS op-
erates in an autonomous manner determining the fault status
or risk present. When the risk exceeds a threshold the com-
puter is interrupted for an orderly system abort. If the risk
level exceeds a higher threshold the BASIS will assume that
the computer has lost control of the MCS and will therefore
execute a priority abort independently of the computey. For
diagnostic purposes the BASIS maintains a fault event
queue.

CONCLUSIONS

The basic design of the Magicam MCS slave camera has
been described with particular emphasis on the computa-
tional requirements. The system software uses a state space
problem description to enhance the program modularity,
structure, and adaptability.
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Telecommunications

The telecommunications area contains
three varied sessions. These sessions cover
the entire spectrum of telecommunica-
tions from terminal interfaces to data man-
agement in a distributed environment.

The session chaired by Dave Peters will
provide an overview of modems, multi-
plexors, and system interconnection de-
sign considerations. The session will con-
centrate on interface and communication
network design fundamentals.

The session chaired by Doug Theis will
describe the state-of-the-art in minicom-
puter networks. It will cover the history,
motivation, structure, capabilities, and fu-
ture trends associated with network ar-
chitectures built around minicomputers.

The last session is chaired by Dr. Robert

Kenneth J. Thurber
Area Director

Hall and will discuss data management in networks. It will consider the problem, analytic
techniques, implementation approaches, and potential of data base machines in network

structures.
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Distributed network and multiprocessing minicomputer

state-of-the-art capabilities

by DOUGLAS J. THEIS

The Aerospace Corporation
El Segundo, California

Today’s minicomputer and midicomputer state-of-the-art
provides two basic types of capabilities for users to evaluate
for their applications. The two categories are:

® Distributed Networking Systems

® Multiprocessing Architectures with High Speed Bus-
ses, Shared Main Memory and Shared Disk Systems

A distributed network system (e.g., Digital Equipment
Corporation’s DECNET, Hewlett Packard’s DSN, Mod-
comp’s MAXNET) offers standard data communications in-
terfaces with line protocols over both telephone lines and
hardwired cables. On the other hand, multiprocessor ap-
proaches offer several interconnection schemes. An inter-
processor bus (e.g., Data General’s Multiprocessor Com-
munication Adapter and Digital Equipment’s Parallel
Communication Link) can provide high data transfer rates
among processors, with either custom user-developed soft-
ware or a vendor developed real-time operating system. This
bus interconnect approach is also evolving into configuration
implementations with a significant amount of fail-soft or
graceful degradation capability (e.g., Tandem’s minicom-
puter and BTI's midicomputer system) and a turn key op-
erating system that fully supports multiprocessing.

Practical multiprocessing is also achieved by sharing mem-
ory of some sort so that many CPUs can access one common
memory. Shared main memory provides the necessary mul-
tiported capability so that two or more CPUs can access one

“ common memory. This means that special instructions and
software are required for a well disciplined method of re-
solving contention and simultaneous memory request con-
flicts. The shared memory multiprocessing can also be
achieved with a shared disk unit, where two or more com-
puters have access to one common disk. Shared disk pro-
vides more memory capacity, but the time to read or write
data is longer. Most major minicomputer and midicomputer
manufacturers offer shared disk hardware capability. Table
I gives a status on minicomputer and midicomputer vendors
which support both distributed networking and multipro-
cessing capabilities.
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DISTRIBUTED NETWORKING MINT/
MIDICOMPUTER SYSTEMS

Distributed network processing is definitely upon us and
being used in many applications, but the availability of off-
the-shelf, turn key distributed networking systems has been
limited. Although the necessary hardware, such as datacom-
munication controllers and interfaces, has been available,
the constraining force has been the development of the soft-
ware. The total objective is to make the hardware links and
message/communication protocols transparent to the user;
as a result each vendor has had to make many design de-
cisions about the network control methods and access meth-
ods. All this is needed in order for the user to have higher-
order level language statements for network operation using
just logical references, which in turn do the remote opera-
tions with other nodes in the distributed network. Even now
only some of the major vendors offer substantial support,
but just about all the others are developing this capability
to catch up with the obvious trend.

Each manufacturer has started out offering partial capa-
bilities because itis really not practical to develop everything
one could think of as desirable. For example, Hewlett Pack-
ard’s first network system, which interconnected distributed
minicomputers throughout their own factory, was designed
to provide peripheral sharing and central programming de-
velopment services. So far each vendor has gone about pro-
viding distributed network capabilities in a somewhat dif-
ferent manner, yet providing means to accomplish similar
types of end objectives. It is difficult to compare vendors’
offerings of distributed network capabilities for the very rea-
son that there are so many different ways to accomplish sim-
ilar top-level operations.

There are at least two dimensions to a distributed network
mini/midicomputer system: one dimension is the network
configuration (i.e., topology of nodes) and the other is the
layers within each node, from the bottom layer of the elec-
trical interface to the top layer consisting of the network
access method, which allows the user complete transparency
of the network characteristics. The major topics discussed



94 National Computer Conference, 1980

TABLE I—Mini/midicomputer vendor support for four configuration types

Type 1 Type 2 Type 3 Type 4
Manufacturer/ Distributed Mﬁ’tip}.e CPUs Shared Shared
Model Nos. N Tk Inter d Main Disk

‘With Bus Hardware | Memory

BTI Computer
Systems, Inc. X X
BTI 800

Computer Autom- .
ation Inc. X X
L.SI 4/10,4/30,4/90 i

Control Data Corp.

Cyber 18 Series, X X
MP 60

Data General Corp.

Nova and Eclipse X X X
Series

- Digital Equipment
PDP 11 Series
VAX 11/780

General Automation
440, 460, 440DS, X X
460NDS, 550

Harris Computer
Systems Slash 4, 6, X X
and 7 Series

Hewlett Packard
1000 and 3000 Series |} X

IBM 8100 Series X

Modular Computer
Modcomp 11,1V, and | X X X
Classic Series

Perkin-Elmer
{formerly Interdata) X X
7/32, 8/32, 3220, 3240

Prime Computer
P350, 450, 550, 650, X X
and 750 Series

System Engineering
Laboratories, Inc. X X
32/35,32/55,32/75

Tandem Computers
T16 Series X x b3
Texas Instruments
960, 980, 990 X
Univac (formerly

i b'e X X

Varian)
77-400, 77-600,
7-800

within this distributed network section are as follows:

e Topology

e Line Protocols

o Hardware Interfaces
@ Network Protocol

® User Software

® Network Software

The user learning about distributed network capabilities
quickly finds many new acronyms and terminology related
to this industry. Some of the more common ones are pre-
sented in Table II.

Topology

Network configuration, or topology, refers to the inter-
connection pattern of nodes and links to form the network.
The most commonly used configuration of networks is point-
to-point, where each node has its own links to other nodes.
Multidrop is the other type of configuration (sometimes

called multipoint); it is different in that two or more nodes
time share a link to save on the communication link costs.
Point-to-point capabilities are supported by all the Type 1
vendors presented in Table 1. Multidrop was available from
some vendors in 1979 and will be supported by others some-
time in 1980. Many point-to-point configurations are often
found in hierarchical networks where the top level is the host
or central node (as in a star network) with the second or
bottom level being satellite nodes collecting and processing
data in a distributed fashion. Differing topologies are ex-
emplified by Digital Equipment Corporation’s DECNET
which supports any point-to-point network combination, and
by IBM’s 8100 which emphasizes a loop or ring structure
topology locally. Any distributed network topology has the
usual address field or software table limits as to the maximum
number of nodes, links, device status, number of paths, etc.
which is part of any finite system, but these can be extended
when necessary both in size and for more complex appli-
cations.

Line protocols

The communication line protocols (i.e. link level control
procedures) used over these circuits are some of the most
confusing and difficult aspects in distributed network com-
puter systems. During the 1960’s remote batch applications

TABLE II—Distributed network related terminology/definitions

BASIC TERMS

Node =~ can be a terminal or computer termination point which
has the capability to transmit and receive over communication line
facilities; usually an addressable entity.

Link =~  the external circuit connection to provide a means of exchanging
data via telephonie, hardwired cable, or private communication facilities.

Togologx - the interconnection of nodes and links into a network con-
iguration for overall operations of one kind or another.

Protocol - a formal set of rules for specifying the format and relation-
ships of message exchanges among communicating nodes.

NETWORKING CONFIGURATIONS
Point-to-point - a network configuration or topology between two nodes

with a direct link (i.e. two nodes are connected without any intermediate
nodes in between).

Multidrop - a communication link on which two or more nodes (computer
or terminal) can share access. This type of link typically requires both

nollina lar 2 ragsarvation ccham
pelling lor 2 reservation schem

to facilitate shared link operation,

e or contention) and addressing techniques

Loop or Ring - a ring like network configuration where each computer
node is connected to two adjacent nodes forming a closed loop.

NETWORK SWITCHING

Circuit switching - an electrical connection between two nodes (i, e.
over a communication link) is established on demand for dedicated band-
width of that circuit (i, e. link) until it is dropped.

Message switching - is a capability for messages ta be moved over many
intermediate Tinks and nodes becausc the destination address is integral to
the message to allow variable paths to be taken as availability permits.

Packet Switching - is a subset of message switching where messages are
m]%ets including their own necessary address and control as to their
destination, Packet switching allows efficient use of network resources

because it breaks up data into a relatively small size (e.g. X. 25 allows up to
256 bytes) and no long term storage is required at the various routing nodes.

Virtual Circuits - is a logical circuit connection between two nodes in a
network which can be realized with different circuits during the transmission
of a message. This service is guaranteed, sequential related operations in-
cluding end-to-end flow control.

Datagrams =~ is a capability which provides link communication on non-
Telated (may or may not be guaranteed), non-sequential operations basis
primarily toward transaction oriented users where the users provide end-
to-end integrity.
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and terminals used character oriented protocols such as
IBM’s well-known BISYNC (i.e. BSC) and others. During
the 1970’s, the trend toward transaction-oriented systems
drove the industry into the era of new protocols such as
IBM’s SDLC. Also DEC has its DDCMP byte protocol

which is designed using a count field instead of a unique flag

character as is done in the SDLC bit protocol. Thus bit stuff-
ing protocols (e.g., IBM’s SDLC) versus DEC’s imbedded
character protocol is a controversial subject in that there are
trade-offs associated with each. Table III shows a compar-
ison of the communication line protocol presently supported
by mini/midicomputer manufactureres as well as BISYNC
which is still used for reasons of compatibility with the older
remote batch terminal and display terminal equipments. In
Table III there is a breakdown of some specific capabilities
each of the five protocols supports. There are many other
factors beside these to consider in the area of link protocols,
but it is beyond the scope or overview we are trying to pre-
sent in this article. '

One new trend that is certain to be offered by more ven-
dors is the use of an integral microcomputer to do the line
protocol functions and thus decrease the amount of code and
overhead in the node distributed network software subsys-
tem. In particular Digital Equipment Corporation offers two

types of microprocessors: (1) DMC-11 with a ROM memory
implementing their DDCMP protocol and (2) KMC-11 with
a RAM memory so any other protocol (e.g. IBM’s) can be
implemented. Note that the Signetic’s protocol chip adver-
tised for doing the DDCMP protocol does the framing func-
tion which comprises only a part of the operations for the
DDCMP protocol. In the case of Hewlett Packard, their line
protocol software is implemented in the node minicomputer
microcode/control store memory. This off-loads part of the
Hewlett Packard Distributed System Network software res-
ident in main memory. Hewlett Packard plans to use an in-
tegral microcomputer in their next DSN upgrade. These
types of approaches should improve throughput perform-
ance.

Hardware interfaces

Distributed network computer system products are new
systems and as such high ‘‘effective user’’ data rate through-
puts are difficult to achieve until after functional software
design and operational experience has matured. The
throughput inefficiencies are primarily in the software over-
head features developed to make system network details

TABLE III—Line protocol features and characteristics

 FEATURE BISYNC DDCMP | ADCCP HDLC SDLC
Protocol Type (i. e. Data Character Count Bit Bit Bit
Transparency) Stuffing Stuffing Stuffing Stuffing
'Full Duplex No (HD) Yes Yes Yes Yes
Seria]: Yes Yes ‘ Yes Yes Yes
Parallel No Yes No No No
Multi-Acknowledge by No  Yes Yes Yes Yes
one ACK
Asynchronous No Yes No No No
Operation
Point-to-Point Yes Yes Yes Yes Yes
Multipoint Yes Yes Yes Yes Yes
Error Detection (CRC) CRC-16 CRC-16 | CRC- CRC- CRC-
CCITT CCITT CCITT
Retransmit Error Reéovery ‘ Yes Yés Yes Yes Yes
Count Field Required No Yes No No No
Protocol Overhead 80 bits 80 bits 48 bits 48 bits 48 bits
(single data message) and DLE fixed and fixed and fixed and
additions O!'s for bit | O's for bit O''s for bit
stuffing stuffing stuffing
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transparent to users. Then the more network support soft-
ware that is provided to do all these nice features drives up
the complexities which need to be refined, tuned and opti-
mized to maximize throughput performance. This is easy to
say but obviously requires the appropriate software/hard-
ware trade-offs of how much complexity is really necessary
and some smart design implementations to achieve the high-
est throughput performance possible.

The physical links between nodes are either data com-
munication lines, with modems and adapters attached to the
computer channels, or hardwired cables. At the device level,
the EIA (Electronics Industries Association) RS-232-C stand-
ard is provided by all the vendors. Other standard circuit
connections that are either supported or planned to be sup-
ported include the following: Electronics Industries Asso-
ciation EIA RS-422 and RS-423, Western Electric 301/303,
MIL-STD-188C and the new Opto-Isolated fiber optics in-
terfaces. RS-232-C provides operation up to 19,200 bits per
second. Higher data rates and better performance can be
accommodated by the newer EIA RS-422 (up to 10M bps)
and the EIA RS-423 (up to 100K bps) circuit standards. The
Western Electric 301/303, supported by several vendors such
as Modcomp, permits data rates from 19,200 bits per second
up to 230,400 bits per second over special leased circuits.
MIL-STD-188C is very similar to RS-232-C and vendors can
support it in special situations as needed for the government
and the military. So far standards for opto-isolated interface
have not been developed to the same level as the above
electrical interface standards. _

The vendors in Table I support many but not all of the
commercially available data link services from voice grade
telephone lines up to 9,600 bits per second, leased (private)
lines up to 230.4K bits per second, DDS (Dataphone Digital
Service) up to 56,000 bits per second, Bell’s T1 Carrier and
Satellite Carriers (e.g. Western Union’s Weststar) both up
to 1.544M bits per second. Presently Digital Equipment Cor-
: poration’s DECNET II using their DDCMP protocol has
hardware interface and software drivers to accommodate
9,600, 19.2K, 250K, and IM bits per second for point-to-
point hook-ups using the appropriate modems or special
cable interfaces. For multidrop arrangements, Digital Equip-
ment Corporation provides both the low speed 9600/4800
(outbound/inbound) bits per second with modems and a high
speed, 512K bits per second, synchronous, full diipiex ca-
pability oyer cables. Hewlett Packard’s DSN in point-to-
point networks accommodates up to 56,000 bits per second
with modems and up to 480,000 bits per second over cables.
DSN supports both the low speed 9600/4800 (outbound/in-
bound) multidrop configuration as well as a 19,200 bits per
second multidrop capability. Modcomp’s MAXNET sup-
ports point-to-point configurations up to 19,200 bits per sec-
ond with RS232-C compatible modems, 40.8K with WE 301
modems, and 19.2K, 50K, 230.4K with WE 303 modems.
Without modems in a point-to-point configuration, MAX-
NET supports either 19,530 bits per second or 1.25M bits
per second using cables and internal clock. MAXNET sup-
ports multidrop using RS232-C modems capable of multidrop
up to a maximum of 9,600 bits per second outbound and
4,800 bits per second inbound. Modcomp also supports 250K

and 500K bits per second multidrop for up to 5,000 feet with
a limit of 8 drops (distance is dependent on speed and number
of drops).

Network protocol

There is a network standard and that is the CCITT (In-
ternational Consultative Committee for Telegraphy and Te-
lephony) X.25 network access protocol. It is a framework
within which to build a system that allows vendors to im-
plement their own efficient software designs as well as in-
clusion of many additional or optional features. Several ven-
dors have already begun to implement a compatible version
for their own distributed network systems to provide the
necessary control functions, message formats and other ca-
pabilities necessary to implement the compatible node to
node operations so that the user can do normal network ac-
cess operations with other X.25 networks. The X.25 Net-
work Access Protocol was developed by CCITT Study
Group VIl in July 1976 (revised April 1977) and is supported
by Telenet, Datapac (Canada), Euronet (Europe), and oth-
ers. The X.25 protocol consists of three access levels:

1. Level 1 defines the physical and line interfaces used
(i.e., RS-232-C).

2. Level 2 defines the link level procedures in terms of
message formats and sequencing (i.e., HDLC).

3. Level 3 defines the packet format used to establish and
exchange data (i.e., virtual circuit).

For example, Digital Equipment has under development
an X.25 compatible interface for its own DECNET so user
tasks and DECNET utilities can communicate with a remote
computer node over any public packet switching network
using X.25 protocol. Two program interfaces are needed to
provide a common basis for call, set-up, call disconnect and
exchange of data between DECNET machines and other
types over a X.25 network. Hewlett Packard plans to inter-
face to these public X.25 networks and Modcomp also plans
to have X.25 software interface compatibility in the not too
distant future. Table IV provides information on each ven-
dor’s network access protocol/layers of software to show the

te ralatad tnrminnlngy.

...... 1 £ wlr o q
LRI TRV IR E7 $ HH L0 L LS

overall framcwork and i

At least one manufacturer has announced a chip (i.e.,
Western Digital’s 2501) that is specifically designed to re-
place the software required for the first two levels (physical
and link access) of the X.25 packet switching protocol. The
VSLI chip has approximately 30,000 gates. Maximum data
rates of up to 1.3M bits per second are planned to be ac-
commodated by this chip. When level three (network con-
trol) is firmly specified, then it will also be put on a chip.
In addition, this chip design provides link and loop back
testing and has a programmable address field to allow ter-
minal intercommunications. Prior to the X.25 being on one
or a few chips, it was too expensive to make intelligent ter-
minals as nodes in a public network and now that trend is
changing. Note, however, that terminal networks is not the
subject of this article.
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TABLE IV—Manufacturer’s network software layer/protocol structure

Network Mini/Midi] Message | Link
Manuf: Archi re| C User Network [Protocol | Hardware
Acronym/ Models Program Link (e. g Interface
Designation |Supported | Interface | Level [SDLC) (e.g. RS232-C)
Computer SyFA LSI4/10,| NotSup-| Emu- Bisync | RS 232-C
Automation | (System 4/30,4/90 ported lates
Inc, For Access) IBM
VN (Virtual 3270,
Network) 3780,
others
Control Datd NAM-18 Cyber 18| Under X, 25 RS 232-C
Corporation| (Network Series develop- Com-~- Mode 4,
Access ment patible CDCCP
Method) under (ADCCP,
develep- | HDLC,
ment and
SDLG)
Data General | None, not Nova's Not Sup- | X.25 HDLC RS 232-C
Corp. developed and ported Supported
Eclipses
Digital DNA PDP 11 Vendor Vendor |DDCMP | RS 232-C
Equipment (Digital Series offers calls WE301/303
Corporation| Network VAX 11/ |several: Network CCITT V. 35
Architecture){ 780 DAP, ATS,| Service
Usger Protocol
(NSP)
General AUTONET Models Under X.25 ADCCP, | RS 232-C
Autormn- 220, 440, Develop- Com- SDLC
ation Inc. 460DS, ment patible
460 NDS, under
and 550 Develop-
ment
Hewlett DSN 1000 Vendor Vendor |ADCCP, | RS 232-C
Packard (Distributed | Series calls calls HDLC WE 301/303
Inc, System 3000 Network Network CCITT V.35
Network) Series Access Manager
Method DS/1000
DS/2000
1BM SNA 8100 Function [ Ta8smis-lgp; o -
(System Series | Manage- [1io8Con- s mzee
Network —ne krol & Path
Architecture) (Contral {2
ayers
Modcomp MAXNET Modcomp | Vendor Vendor |ADCCP, RS 232-C
Inc, 1,1V and | calls unique [HDLC, WE301/303
Classic REX ISDLC CCITT V.35
Series
Prime Com- | PRIMENET 350,400, |Inter Packet HDLC RS 232-C
puter Inc. 450,500, [Program | Network
b 550, 650, |Commun- | Interface
and 750 ications (PN
Facility X.25
(IPCF), Com-~
File Ac- patible
cess Man-
ager
(FAM)
Tandem GUARDIANT |Tandem |Vendor .25 HADLC R 23ZCT |
Computers | EXPAND 16 Series |Unique Com-
patible
under
develop-
o St ment
mivac [F7-200, DL RS-232-C |
(formerly | (Distributed [r7-600"  [GRAM  kigadern ot
‘| Varian) Communic-  [I7-800 [Resource |PortNet- EDI.C
ations lAceess orkSys~ hndSDLC
Architecure) M odule) tem as sub-
sets)

The network control software module layer (typically level
3) below the user’s level takes their requests and decodes
them as such into link and node assignments. These assign-
ments are allocated at system generation time so the nec-
essary reformatting and control is already established to
carry out the desired operation. There is no standard because
each vendor defines and implements it to suit himself. Some
vendors have more layers in their software network struc-
tures than others. This software does the routing, sets the
control fields according to prescribed methods, and performs
any other functions which are necessary to provide desired
operations at another node. The network control software
can be designed to provide alternate routing as well as other
items related to network transfers. When there are more than
two levels of nodes (i.e. intermediate nodes between sending
and receiving nodes), some degree of routing capability is
needed. There are many and varying degrees of capability
one can implement for network routing. One basic capability

is to provide automatic rerouting when a node fails, but it
may require the user to reinitiate the job. The objective is
to make rerouting or changing link paths transparent to the
user. Dual path capability between nodes with some degree
of line load sharing to maximize link utilization is an addi-
tional complexity to provide in network routing. Vendors
start out offering some basic routing capabilities and then
evolve into more complex routing capabilities as time goes
on. It is well to remember that routing capabilities can vary
from some basic features all the way up to some very so-
phisticated ones.

User software

At the user or application level there are four types of
general purpose higher order level language/command ca-
pabilities needed for basic network operations. Here are
some typical capabilities of distributed network services
available from Type 1 vendors in Table I:

1. Remote file access and transfer—gives user full access
to data files at any remote node in the network.

2. Downline loading—provides a host node the capability
to downline load code to any satellite node for later
use.

3. Remote command processing—allows user at any node
to commence task execution on any other node in the
network with similar set of operating system com-
mands.

4. Program to program communication—the capability
allows user application programs at one node to ex-
change data and control information with any program
at another node. Each vendor has variations and sup-
plementary provisions to use this capability in different
ways such as equal partners which are dynamically
variable or in master/slave arrangements.

There are many different ways to do these network functions
between nodes but basically they consist of either file trans-
fer or program-to-program operations. The particular way
network operations are done depends on the application and/
or user discretion. In the typical data reduction network
scenario the user usually has the computer nearest the data
storage (not necessarily the data acquisition computer) ex-
ecute the program for data reduction. For example if a large
data base needs to be searched on the host node to do some
satellite node processing, then the program-to-program com-
munication approach would logically minimize link traffic
in having the host do the processing and later pass over the
results to the satellite node. The reverse is also true; when
large numbers of files (stored at the host node) are needed
for local (or satellite) node processing, one would typically
use remote file access and transfer files for use.

Remote command processing provides the much adver-
tised advantage of distributed processing, namely, peripheral
resource sharing. Each vendor implements his network soft-
ware to provide the user with some degree of peripheral
device transparency and/or device independent operations.
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User transparency for tape and disk storage operations is
fully supported but for other devices such as printers and
displays, this may or may not be practical or desirable de-
pending on the application.

Downline loading from a host node to a satellite node is
the other obviously needed capability for any distributed
network software. The two advantages for this are related
to minimizing the number of development resources and
minimizing equipment at the satellite node. For instance,
only the code required resides in the satellite node but it can
be changed and reloaded as often as necessary. There are
several types or degrees of capability one might like in down-
line loading control and execution of jobs on remote nodes.
Basically then, downline loading can move the system and
user jobs to the satellite and start execution of same. An
additional capability offered by DECNET, for instance, is
to transmit an additional job to the satellite node while the
previous jobs are running and have that new job start in its
execution also on the satellite. So far no vendor supports
overlay programs on the satellite from the host.

Network software

Distributed network node software is designed and imple-
mented in a modular and layered fashion to facilitate added
capabilities (i.e. growth and flexibility), and thus minimize
impacts on modules or layers not directly changed. In a real
sense it’s a structured programming methodology. For ob-
vious product considerations, the distributed network soft-
ware functions are a separate yet compatible extension of
the vendor’s proven operating systems. Thus a user loads
this distributed network software subsystem (usually des-
ignated by some clever acronym) in addition to or in con-
junction with the operating system. From this point, each
vendor develops his own implementation details for the dis-
tributed network software package.

Each Type 1 vendor in Table I offers special or unique
features related to his equipment capabilities and those
things found to be useful or necessary in many applications.
An example of this is that Digital Equipment Corp. sells
machines of 12, 16, 32 and 36 bit words and in order to net-
work any combination of these they offer standard supported
interface hardware and software to make these differences
transparent to the user under DECNET. Hewlett Packard’s
Distributed Systems Network provides *‘store and forward’’
storage capability at each node. This facilitates routing and
rerouting through the links if any link or node goes down,
Modcomp has developed their networking system to im-
prove performance by providing input-output operations
concurrent with system operations using special (i.e. Mod-
comp calls ‘‘symbiont’’) software, and by implementing a
“‘core device’” option for direct CPU-CPU transfers which
provides a much faster method than normal. Note that none
of the first three vendors (DEC, HP, and Modcomp) built
its network software for X.25 compatibility, but all three
plan to develop compatible interfaces to their software for
X.25 operations.

MULTIPROCESSING ARCHITECTURES

Several minicomputer and midicomputer vendors provide
several different kinds of capability for interconnecting mul-
tiple computers into multiprocessing systems. There are four
Type 2 manufacturers offering bus interconnected hardware
between CPUs. For Data General and Digital Equipment
Corporation minicomputers, the user tailors the vendor’s
realtime operating systein to his application using this hard-
ware. The other two vendors supply turn key systems.
Shared main memory products are offered by six vendors
as presented in Table I. Table I, Type 4 presents the vendors
offering shared disk hardware which just about includes all
the vendors with this type of product. The user is responsible
for operating system software changes to accommodate their
application when using either shared memory or shared disks
configurations. '

Multiple computer bus interconnected hardware

Four manufacturers provide the computer hardware bus
interconnected capability, and the features of these systems
are discussed below. Using these hardware capabilities, as
is, allows the user to achieve high performance utilization
because the system can be tailored to their application. It
also provides a means to tie together many computers in
multiprocessor configurations with no special hardware de-
velopment. ‘

Data General was the first major minicomputer manufac-
turer to offer standard bus hardware for interconnecting up
to fifteen machines for multiprocessing operations. Their
standard interconnection hardware is designated as the Mul-
tiprocessor Communication Adapter (MCA) and was first
introduced as a standard product back in 1970. It accom-
modates any of the Data General Nova or Eclipse line of
minicomputers. The MCA in effect connects the direct mem-
ory access channels into a ring or daisy chain structure so
data transfers can be made from any one CPU’s memory to
any other designated memory at very fast transfer rates.

Data General recently (1978) announced an additional type
of bus interconnection capability called the Multiprocessor
Communications System (MCS) which connects up to fifteen
of their Novas and Eclipses into a star or radial bus network.
It has the same data transfer rating of 1M bytes per second
through direct memory channel interfaces. Buffering in pro-
vided internal to the MCS and special instructions control
data transfers with variable sized block transfer capability.
Also computers can be added or removed from the network
without affecting overall operation.

Data general

One user implemented a 4 millisecond closed loop missile
simulation using three Data General minicomputers in a
MCA ring with their Model M600 modeling the missile, their
Model S-230 simulating the target, and their Model S-130
being the signal generator control as shown in Figure 1. In
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Figure 1—Computer simulator configuration using Data General’s MCA bus

order to minimize software overhead on the bus and thus
‘maximize throughput, this user coded his own MCA soft-
ware drivers and attained an effective transfer rate of 100K
to 150K words per second. This is the useful data rate range
after overhead, contention, etc., on the MCA bus. All the
software development and simulations are run under AOS
2.1, Data General’s Operating System. As long as there is
sufficient main memory capacity, the MCA bus seems more
than adequate to maximize overall throughput.

Digital equipment

Digital Equipment Corporation offers a Parallel Commu-
nication Link (PCL11-B) hardware option for ganging to-
gether up to 16 PDP 11 minicomputers with a common time
shared bus. The PCL11-B hardware attaches to Digital’s
PDP 11 Series Unibus and if any PDP-11 does down, the
others are not affected. User programs logically reference
other CPUs on the PCL bus in a fashion similar to desig-
nating any peripheral device and PCL is supported under
DECNET. Contention for the link is resolved by assigning
a time slice to each PCLI11 slot. A recent example utilizing
this equipment is the Defense Communications Agency’s
Autodin II, a general purpose data communications network
system. Autodin II operates in a packet-switching manner
very similar to ARPANET. This multiple computer config-
" uration (i.e., 11/70s) provides high availability by a special
" configuration which allows graceful degradation. The Au-
todin I network has eight nodes, each of which consists of
3 to 5 PDP 11/70s tied together with the PCL-11.

Two new multiple CPU, bus interconnected architectures

A more recent trend in multiple CPU, bus interconnected
hardware, is offered by two relatively new manufacturers
(BTI Computer System and Tandem) which provide com-
plete off-the-shelf user supported software with significant
fail-soft capabilities. The manufacturer has to build into the
operating system many features to accommodate the many
different hardware malfunctions and resulting reassignment

of resources. This makes it difficult for each user of such a

system to customize his operating system and still maintain
the software integrity to support fail-soft operations. In other
words, the user is encouraged to do everything in higher
order level languages such as FORTRAN, COBOL, BASIC,
PASCAL, others, and leave the manufacturer’s operating
system as is except for well-defined improvements that don’t
impact the faii-soft operation. These are new architecture
implementations, each different, but offering capabilities
every user should know.

BTI 8000

The multiprocessing architecture approach taken by BTI
Computer Systems Inc. in their new 32 bit machine, Model
8000, centers around their very high speed 32 bit bus (pat-
ented) which supports a 60M bytes per second bandwidth.
Almost any combination of Central (i.e., computational)
Processing Units, Memory Control Units, and Peripheral
Processing Units (PPU) can be used in the fifteen available
chassis slots (16th slot is required for the System Service
Unit). For instance, if the user application is processor
bound, then up to thirteen Central Processing Units could
possibly be used. In input-output bound cases more Periph-
eral Processing Units could be installed. Some combination
to match the user’s loading can easily be accommodated
using this highly flexible multiprocessing operation. The key
point is that the 60M bytes per second bus should never be
the bottleneck or the limiting part of this multiprocessor
design. In a time sharing system, one PPU can support up
to 256 user terminals each operating at speeds of up to 19.2K
bits per second. The other significant aspect of interest in
this architecture is that it supports true homogeneous mul-
tiprocessing operation where all resources (i.e., CPUs) are
equal partners with no master-slave internal to the design.
The designers of this system used PASCAL as the basis for
much of the computer hardware design so the influence of
PASCAL operations has driven much of the internal hard-
ware design features as was originally done in the case of
ALGOL for the Burroughs 5500.

The System Service Unit is strictly for the customer en-
gineer to facilitate troubleshooting and repair of the entire
BTI Model 8000. It has a small microcomputer (as do the
MCU and PPU) which runs the diagnostics to determine
faults and isolate them to the chip level. The SSU has its
own telephone port for remote troubleshooting from the fac-
tory. After any major module goes down it is taken off-line;
the user simply does a SYSGEN automatically by just press-
ing a button.

Tandem T16 series

Tandem Computers Inc. installed its first multiprocessor
system back in 1976, and last year the sales of this product
were over $25M with projections as high as $40M this year.
This noteworthy success of the Tandem T16 Series com-
puters shows that up to sixteen tightly coupled minicom-
puters can replace a large scale computer with the equivalent
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performance and offer additional advantages such as higher
availability and more efficient accommodation of large num-
bers of disks and terminals. The Tandem Computer archi-
tecture consists of a high bandwidth (i.e., 26M bytes/sec) bus
called Dynabus which provides interprocessor transfers sep-
arate from all the peripheral (i.e., disks, tape, terminals, etc.)
transfers. These are done over their own direct memory ac-
cess channel at speeds up to 4M bytes/sec. Interprocessor
communication is provided with Dynabus; therefore, no
shared main memory is required. The other key multipro-
cessing architecture success is their operating system (130K
bytes per minicomputer processor) that provides complete
user transparency to resource control and allocation, load
balancing, fail-over, and many other functions.

For example, one Tandem Five processor system is used
as a back-end file manager in Columbus, Ohio by the Ohio
College Library Corp. It does library catalog processing in
conjunction with forty 240 MB disk drives supporting several
large host computers (i.e., Sigma 9s). Another Tandem dual
processor front-end system is used to interface and operate
the 2000 CRT alphanumeric terminals (each with a maximum
2 second response time limit) where each processor has 512K
bytes of its own memory. Typically, if the system has a large
number of page faults, the processors need more memory
and 2M bytes is the maximum per processor. The multipro-
gramming environment is facilitated with stack oriented CPU
design.

The Tandem non-stop or fault-tolerant capability consists
of a wide variety of special hardware and software tech-
niques. A basic system has two or more processors, two
cable Dynabus peripherals with dual port controllers, and
disk drives with dual access control as well as redundant
disk drives. Tandem’s specially designed disk controller has
a 4K byte buffer to support recording to one or more disk
drives without having to retransmit on the input-output bus.
It also provides the capability for one disk unit to be copied
to another without involving the input-output bus. Of course,
there is a 10-30 percent throughput performance overhead
to provide checkpointing and the necessary updating of file
generation in pairs. Any operational module can be replaced
on line without-stopping operation of the Tandem System.
There is also a dual power distribution in Tandem so if one
power supply fails, the backup is automatically switched in.

Shared main memory operations

Shared main memory provides capability for multiple
CPUs to be connected to one shared memory. The advantage
is that each CPU has access to the data in shared memory
and typically users do not store executable code in shared
memory. Shared memory addresses are established at SYS-

GEN time typically as Global Common areas in the Fortran

sense although it should be true for any language. The linking
loader is used to connect logical names to physical addresses
$0 user applications can use data in shared memory for those
processing programs which are executed in local (i.e., not
shared) memory. The beauty is that all the CPUs with a port
on the shared memory module can access that data at very

fast main memory access speeds in a well regulated or dis-
ciplined method so as to minimize impact on overall pro-
cessing throughput and also eliminate any need for multiple
copies of data residing in each memory of every CPU needing
the data for processing. With the cost of memory signifi-
cantly decreasing all the time, the major benefit is definitely
in achieving higher throughput with parallel processing. It
does this by minimizing data transfers amongst multiple
CPUs because all the CPUs have the necessary common
data access.

Perkin-Elmer

As an example, let’s go through a typical application as
to how a user really benefits from shared main memory ca-
pability. Assume the processing algorithms in each CPU take
much longer to execute than the time for the buffer shared
memory to fill from the source via the DMA channel. In |
order for the processing to keep up, multiple CPUs must
have access to the data buffer (as shown in Figure 2). With-
out shared memory copies of the same data have to be stored
in several memories so processing can be done in parallel
with the resulting overall throughput being slower. Figure
2 shows data coming from some source in short bursts at
very high speed data rates over a programmably switched
direct memory access (DMA) channel to allow for multiple
data sources. Figure 2 shows CPU A and CPU B sharing
one memory module. For instance, with the Interdata 8/32
fourteen ported memory module, one could have fourteen
(in any combination of CPUs and external devices) accessing
one shared memory module. Some manufacturers can hook-
up only CPUs to shared memory and not special external
devices.

Perkin-Elmer uses the same hardware option (i.e., Local
Memory Interface) to provide a parallel direct memory ac-
cess path from disk to local memory for simultaneous trans-
fer operations while data is transferred to the shared memory.

DMA Channel Burst Data

(programmable Input From
switch control) Source
64 KB
Local 64 KB 64 KB
Memory Shared Memory Local
Memory
LMI / \ // /71 \\\ / \ LMI
N
Up to 12
More CPUs
DISK CPU A or External CPU B DISK
Sources
(any Com-

bination)

Figure 2—Perkin-Elmer’s shared memory expansion capability

*Abbreviations used: DMA—direct memory access: LMI—Ilocal memory in-
terface
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In addition, Perkin-Elmer has multiple memory banking
where each memory bank operates independently of the
other banks and multiple CPUs have simultaneous access
to the different banks in the system thus increasing the
overall throughput. A shared memory module can be very
large (e.g. Perkin-Elmer 16M Bytes) where the memory port-
ing is to/from the memory controller, not the memory module
itself. Perkin-Elmer 16M Bytes shared memory is to/from
four memory controllers capable of looking like one fourteen
ported shared memory. '

Any manufacturer offering multiport (i.e., shared) memory
operations has to have a ‘“‘test and set’’ instruction or the
equivalent to facilitate accessing memory locations in a well
disciplined manner and to preclude contention or conflicts
with other CPUs accessing the same memory locations. In
other words, the ‘“‘test and set’ instruction provides the
necessary mechanism for software (i.e., program accessing
memory) synchronization. For instance, the Perkin-Elmer’s
Test and Set (TS) instruction executes in only one instruction
cycle and the built in hardware priority ensures that the other
CPUs cannot interfere during the execution of the TS in-
struction. The TS instruction which executes within one in-
struction cycle first reads the first memory location in the
buffer and writes a one in the significant bit position of the
word to set a busy flag. If the busy flag has previously been
set, then the condition code reflects this, and the CPU tries
again later.

The other even more important aspect is how should con-
tention amongst fourteen CPUs be handled in a well disci-
plined manner? There are several approaches to signal buffer
ready or buffer available between CPUs. The simplest is by
polling (i.e., testing if the flag is set or reset) the first buffer
memory location with a test and set instruction periodically
to determine if the buffer data is available for that CPU and
then to proceed to read the buffer out. When only a few
CPUs are on a shared memory, the controller allocates mem-
ory cycles in a round robin manner to access words. Another
way supported by manufacturers is to use hardware inter-
rupts. In this case, one CPU triggers an interrupt to another
CPU when it has finished reading (i.e., relinquishing) the
data buffer so the other CPU knows it can access the data
buffer at that time. With a large number of CPUs such as
fourteen, a priority scheme is used and the lowest priority
job encounters some waits or delays. For instance Perkin-
Elmer built into their memory controller both sequential ac-
cess (i.e., round robin) and fixed priority with strapping to
select one or the other. The third and most complicated way
is to use some sort of data communication line which in-
volves software message processing in effect from the CPU
relinquishing the data buffer to the next CPU available to
read the data buffer.

Shared disk configurations

Shared disk configurations are utilized to achieve signif-
icantly different benefits from those for which shared main
" memory configurations are implemented. One major appli-

cation of shared disk configurations is to provide large file’
storage for long term sequential processing steps where data

" is collected and updated on demand. An obvious example

of this is online airline reservation systems. Data is really
not reduced as in shared main memory applications but in
fact is a data base which requires continuous up-dates for
24-hour-a-day operations. If one briefly considers what ca-
pabilities and support are necessary to safely have more than
one CPU accessing data base files, it turns out you probably
need to modify the existing operating system to achieve this.
For example, in a standard operating system, a program may
open a file, allocate 1000 blocks and begin writing records.
Typical operating systems only write an EOF (end-of-file)
when a file is closed. To conserve disk I/O during ‘‘append”’
operations, the number of blocks used, and indicated in the
header, will be updated only at ‘‘file closed’’ time. So there
is a problem that when the disk is suddenly switched to a
new computer it sees 1000 blocks allocated and 0 blocks
used. The EOF is in the first computer and not the on-disk.
Thus a significant amount of overhead occurs in shared disk
systems since EOFs must be written each time. In addition,
many file systems block records to conserve disk I/O. Thus
a program may write a half dozen records and the operating
system will buffer it in main memory until a seventh is writ-
ten and then write the block to disk. If the disk is switched
or the computer accessing disk changes prior to the block

" being written to disk, the records blocked in main memory

are lost. Also any records crossing block boundaries would
be written to the shared files in an uncontrolled order so for
these reasons block buffering cannot be allowed.

The benefit of shareable disk in the above case is to have
reasonably fast response (i.e., high throughput) in accessing
the data base, with power outages not causing data base to
be lost. Even more popular, however, is higher availability
because one computer going down does not bring the system
down. Manufacturers now offer support with appropriate
hardware (i.e., time-out logic) and operating systems to pro-
vide the necessary capability to accommodate switchover
between CPUs in case one fails. This latter attribute is by
far the most predominant capability now being sought by the
user. Thus achievement of high reliability and graceful deg-
radation involves some sort of shared or switchable disk
capabilities. The distinction here is that shared disks are used
in on-line transaction oriented systems whereas switchable
disks are utilized in redundant or fail-over operations to fa-
cilitate graceful degradation of operations. Switchover can
be done by manual operator control or under software con-
trol. These kinds of applications have typically used dual-
ported and even tri-ported disk drives, which means separate
disk controller paths exist to the disk drive electronics. In
a fully redundant configuration, a failure in the CPU, chan-
nel, controller, or disk drive unit will not affect the proper
operation of the other path. Note that dual port disk con-
trollers (which accept data from either two different CPUs
or from two channels of the same computer) can be a subset
capability of shared disks but having dual ported disk con-
trollers does not necessarily mean shared disk operations.
The different types are shown in Figure 3.
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Figure 3—Shared/switched disk configurations

RELATIVE COMPARISON OF NETWORK AND
MULTIPROCESSING ARCHITECTURE TYPES

The network and multiprocessor implementation ap-
proaches are given in Table V. This is qualitative and not

quantitative, although numbers or a range could be given for -

relevant user characteristics, such as average response time
and average transfer rate. Each. user has a different mix of

criteria and weighting of each criterion, so it would be dif- .

ficult to establish an overall rating system. What is useful,
hopefully, is to identify the key performance advantage of
each type and the inherent limitations or disadvantages of
each type.

The distributed/network (Type 1) approach is available
from several manufacturers where the user uses the off-the-
shelf hardware/software support with no development re-
quired except to define the network configuration and re-
sources and install the application software modules to do

the user data processing functions. This approach gives the

user off-the-shelf networking capability but at the expense
of considerable general purpose capability that a user may

only partially need. In addition, special applications do not
use all the software support to handle their kinds of network
structures. However, this capability minimizes required
user’s knowledge of the details at the expense of the over-
head to provide all these conveniences. Users can now rap-
idly implement (at lower cost) distributed/network applica-
tions, but at the price of siower data transfer rates and longer
response times than with their own network architectures.
Also, it is usually difficult to change or modify generalized
distributed/network software when required.

Multiple CPUs interconnected with some form of high
speed bus structure is a logical way to achieve fast data trans-
fer rates for multiprocessing system. These vary as to design
implementation specifics and hardware component technol-
ogies that are employed to maximize throughput. Multipro-
cessing in turn provides the user with faster response times
for processing tasks or jobs. The disadvantage is that in order
to achieve this high throughput performance, the manufac-
turer or user must develop specialized software to tailor his
application and to maximally utilize these capabilities. Only
that manufacturer supports the hardware and software, and
it has no systems compatibility with other manufacturers.
All the multiprocessing systems are restricted to one location
but can support terminals remotely over communication
lines.

The major advantage of shared main memory via multi-
ports is the almost instant accessibility by many CPUs to
data where the processing time is much longer than the data
collection time. Shared memory can thus be used to achieve
extremely fast throughputs. It drastically reduces overhead
in both timing and storage requirements by providing com-
mon access to many CPUs concurrently at semiconductor
cycle times and by not having to duplicate copies of data in
many memory banks. There is also a hardware cost savings
in that shared memory architecture requires no channel hard-
ware which is typically in short supply to support all the
peripheral devices.

"The last type of approach to linking together computers
is a loosely coupled arrangement via the shared disk. This
allows each computer to process jobs with no special timing
or synchronization between machines. In other words,
shared disk operations are asynchronous. For this reason
the operating system has to be modified and the file manager
system is impacted depending on the application and the fiie
security and protection required. Shared disks typically use
high speed direct memory access channels for reading and
writing files, but, of course, this is slow compared to shared
main memory access times. The disk, however, provides
much larger storage capacities for two orders of magnitude
lower cost per byte. Also disk data is nonvolatile when the
power goes off which is a disadvantage of semiconductor
shared main memory without batteries. Shared main mem-
ory supports as many CPUs as there are ports on the memory
module, whereas dual and triported disks are about the prac-
tical limit as a shared resource. And last, but not least, just
about every manufacturer in the business offers shared disk
hardware capability.
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TABLE V—Comparison of four computer configuration types
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Type 1
Distributed/Network

Type 2
Multiple CPUs Interconnected
With Bus
Hardware Configurations

Type 3
Shared Main Memory

Type 4
Shared Disk

Several manufacturers offer
complete off-the-shelf oper-
ating system support

Distributed/network system
easy to implement with no
systems development just
application software

Some manufacturers
support any network con-
figuration (e.g,, star, ring,
n-level hierarchy) with both
hardware and data com-
munication links

Very fast transfer rates

Number of CPUs limited
only by adapter hardware
design

Processing response time
is inherently faster than
other types of configur-
ations

Very fast and convenient
access to data for many
CPUs

Number of CPUs lim-
ited only by the number
of memory ports

Saves by eliminating
storage of common data

Minimize input-output
operations (i.e. no
channels required)

Minimizes impact on com-
puter operations especiall
timing :

Timing/synchronization
requirements relatively
easy to establish

Shared disk uses direct
memory access channels
for high transfer rates

Requires standard data
base file/record formats
between CPUs

Most manufacturers offer
this hardware capability

Large capacity, non-volatile

wEQPAZE<U P0G

Higher operating system
overhead for generalized
design

Slower transfer rates and
longer response times
typically

Difficult to change gener-
alized design hardware and
software

Usually not compatible
with data communication
link protocols

Very specialized oper-~
ating system software
support

Application flexibility is
limited by software and
hardware design system
peculiar to the manufac-
turer offering this capa-
bility

Uses hardware cables to
interconnect and thereare
cable distance limitations

Special instructions and

. software support has to

be used

All installations have
differences so manu-
facturer has only par-
tial software support
package

Common data capacity
limited to capacity of

the main memory ad-

dress structure

Only a few manufac-
turers offer this cap-
ability as yet

Response time to access file
is much slower 100 milli~
seconds versus 10 micro-
seconds for shared main
memory

Disk storage overhead is
high

Limited to three CPU
accessibibility per shared
disk

Special software development
expense .

FUTURE TRENDS

We have every expectation that distributed network and
multiprocessing types of architectural approaches will con- -
tinue to increase in terms of the manufacturers offering this
support and their use in application implementations. The
reasons vary for why each type will evolve with more and
more uses, and the trend seems clearly established already
(we have only begun to see the tip of the iceberg). Distrib-
uted/network systems are clearly evident in all kinds of busi-
ness operations with remote nodes feeding a hierarchy or a
centralized node to process data orders, update inventory
and provide all the many functions described in so many
other articles. Their future looks boundless and unlimited.

As more users being to realize that multiprocessing ca-
pabilities exist and that one has only to take a sound, prac-

tical approach to implementing an architecture to map those
resources to their application, the risk of multiprocessing will
remain a memory to only the old timers in the business.
The high speed bus type of multiprocessing architecture
which provides automatic fail-soft or fail-over capability will
emerge into its own type and have its own marketplace for
products to compete with large scale, single computer ma-
chines. Many users will want this because it offers significant
cost advantages with low acquisition cost and no staff of
systems programmers needed to support operation. The last
type is shared disk system which will be used less for purely
multiprocessing purposes because shared main memory
costs are decreasing all the time and more for large data base
applications. But use of shared or switchable disks will stead-
ily increase to accommodate fail-soft or fail-over capability
to provide users the high availability and reliability business
demands. i
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THE SNA NETWORK

In order to examine various data link control (DLC) pro-
cedures, one must first have a basic understanding of the
overall network. The network depicted will be one imple-
menting the IBM Systems Network Architecture (SNA). 2345
The fundamental communication system within SNA is re-
ferred to as the Transmission Subsystem. The Transmission
Subsystem includes three types of elements. The first ele-
ment, Data Link Control (DLC), transfers packets (or SNA
Basic Transmission Units) across noisy transmission medi-
ums. The protocol used here is that of SDLC (Synchronous
Data Link Control). The second element, referred to as Path
Control (PC), routes packets either to an end user in the
node or to the proper DLC element for transmission back
through the network. Path Control also blocks incoming
messages and deblocks outgoing messages (i.e., SNA seg-
menting). Transmission Control (TC) helps manage SNA
session (i.e., connection) initiation and termination, pro-
vides sequence number manipulation, controls pacing, and
performs many other functions on behalf of the end user.
Pacing is a means of controlling the rate at which TC sends
and receives normal data flow requests.

The SNA Function Management Services provide for the
control of data flow and for transformation of data presented
to the network. One element of FM Services is that of Data
Flow Control (DFC). DFC is used to handle chains of related
requests, the modes of data requests and responses, and
other flow control procedures. A chain represents an end
user’s breakdown of a basic work unit. Another FM Services
element is Presentation Services (PS) which provides sup-
port for communications between end users engaged in ses-
sions. PS is a type of mapping service which can adapt var-
ious end users’ (terminal operator or application) interfaces
to the SNA network. )

The various SNA layers described allow the attachment
of Network Addressable Units (NAU’s) to the network.
Three NAU’s are defined. The Logical Unit (LU) provides
a means for end users to interface to the network. The Phys-
ical Unit (PU) is a component of each communications re-
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source (e.g., host, communications controller, cluster con-
troller, or terminal). The third NAU, System Services
Control Point (SSCP), is the brain of the network. The SSCF
is responsible for the general management of the network.
The Physical Unit containing the System Services Control
Point (e.g., 370, 3033, etc.) is referred to as a PU Type S
(PU.TS). The communication controllers (e.g., 3705) are re-
ferred to as being PU.T4. Cluster controllers (e.g., 3274,
3276, etc.) are referred to as PU.T2’s and terminals as PU.T1
(e.g., 3767).

With the various SNA layers and NAU’s described,?? it
is now possible to describe session initiation and termina-
tion. A session between LU’s is simply the connection
whereby packets flow between the LU’s as part of a related
series of transactions. Figure 1 depicts session initiation
among two LU’s in the same domain (i.e., controlled by the
same SSCP). Either the Primary LU (PLU) or the Secondary
LU (SLU) sends an INITIATE command to the SSCP with
the network name of the requested LU. The SSCP resolves
the LU name and initiating origin into network addresses
and places the BIND image as well as network addresses
into the CINIT which is sent to the PLU. The BIND image
contains information pertaining to various protocols which
are to be used for the duration of the session. Such infor-
mation includes chaining protocols as well as modes of re-
quests and responses. The PLU then sends the BIND to the
SLU and awaits SLU acknowledgment. On positive ac-
knowledgment, the PLU sends SESSST to the SSCP in order
to notify the SSCP of session activation. Session termination
for LU’s in the same domain is similar in flow to that of
session initiation (see Figure 2 for SLU termination). The
SLU sends TERMINATE to the SSCP. This command con-
tains the name of the PLU with which the terminating SLU
wishes to terminate this session. The SSCP then sends
CTERM to the PLU requesting that the PLU attempt to
deactivate the session with the specified SLU. This leads

‘the PLU, upon acceptance of the CTERM, to send UNBIND

to the SLU. Upon receipt of the UNBIND positive response,
the PLU notifies the SSCP of session deactivation via
SESS/END. For PLU termination, the PLU need only send
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Figure 1—Session initiation.

UNBIND to the SLU. Upon receipt of the UNBIND pos-
itive response, the PLU sends SESSEND to the SSCP. It
is also possible to have multiple SSCP’s in the network, each
managing its own domain. The initiation and termination of
sessions among L.U’s in different domains is slightly more
complex and is a superset of the single domain case.**

SLU 1 TERM SSCP
=
o)
Bl |2
o 7]
~ 7]
i
»
<
3 UNBIND PLU

Figure 2—Session termination.

With the SN A session initiated, it is now possible to trace
a transaction through the network as seen in Figure 3. One
configuration is where two PU.T4’s are between the two end
users (e.g., terminal operator and host application). Here,
the terminal operator’s message traverses PS, DFC, TC, PC,
DLC, and is thus transmitted over a common carrier link
(or possibly an in-plant line if the communication controller
and terminal are local to each other) to the communication
controller. The message is routed through this PU.T4’s DLC
to its PC where it is determined that the message need be
routed to the next node which is another PU.T4. Thus, the
message is again passed through DLC and the common car--
rier link to the second PU.T4. The message is again sent to
PC from this PU.T4’s DLC where the routing tables deter-
mine that the message is to be routed to the locally attached
host. Therefore, the second communication controller routes
the message through its channel DLC to the host (PU.TS5)
channel DLC. The host PC determines that the message is
for a host application and thus routes the message through
TC, DFC, PS, and finally to the end user application. It is
also possible to have only one PU.T4 in the path between
the terminal and host as depicted in Figure 3. In fact, any
number of PU.T4’s may be between the terminal operator
and the host. The common carrier as described above can
be terrestrial links (e.g., telephone cables, undersea cables,
microwave links, etc.) as well as satellite links. The DLC
pairs between any two nodes manage the retransmission
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End User Application

Program

PU.T4 PU.TS
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Figure 3—Data flow through network.
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schemes necessary to assure that the message is sent cor-
rectly over the noisy data links.>?

THE DATA LINK CONTROL FRAME

Performance of the network is critical to the interactive
end user. As seen in Figure 3, tuning the network to achieve
optimal performance should be done with consideration of
each of the SNA layers. For example, the choice of definite
response or exception response in Data Flow Control may
be crucial to the overall response time or system utilization.
Also, the length of chain elements is correlated to perform-
ance results. The previously mentioned pacing parameters
in Transmission Control as well as the segmenting parameter
in Path Control may become crucial to performance as well.
Possibly the most difficult layer of SNA to tune for per-
formance is that of Data Link Control. Data Link Control

performance is not only dependent on such factors as trans- -

mission speed, propagation delays, and frame size, but also
on the random variable of bit-error-rate (BER). The error
rate of the link is a function of weather conditions, noise
characteristics of power amplifiers, and other random fac-
tors, as well as deterministic influences such as line condi-
tioning, which lead to the receiver obtaining a garbled mes-
sage. Knowing how DLC fits into the overall network, it is
now possible to examine this element in more detail to help
the user achieve better response time.

SNA incorporates the use of Synchronous Data Link Con-
trol (SDLC) for line control.®” SDLC is a subset of the In-
ternational Standards Organization’s High-Level Data Link
Control (HDLC)®® and the American National Standards
Institute’s Advanced Data Communications Control Pro-
cedure (ADCCP).'° Any message may consist of one or more
SDLC frames which each contain up to six fields (see Figure
4). All the fields are fixed in size excluding the information
field which is a variable number of eight bit bytes. The two
flags (01111110) enclose the SDLC frame. In order to assure
data transparency, SDLC procedures require that a binary
zero be inserted by the transmitter after any succession of
five contiguous ones in the frame. The receiver removes
these inserted zero’s upon frame receipt. This zero insertion
assures that only the two flags may have six contiguous one
bits. The analysis conducted pertains to a data link running
in unbalanced (i.e., containing both fixed primary and sec-
ondary stations) and normal response mode (i.e., polling is
used rather than contention). The address field distinguishes
the secondary station from which or to which the message
is being sent. The control field contains polling information,
sequence numbers, and commands and responses required
to control the data link. Two subfields of the control field
contain the sending N(s) and receiving N(r) sequence num-
bers which are necessary in double-numbering. In double-
numbering, the sending station transmitting information
frames inserts the sequence number of each frame in the
N(s) subfield. In conjunction, the receiving station maintains
the receiving count in the N(r) subfield. N(r) is incremented
upon the receipt of each error-free frame, as long as the
received N(s) matches the N(r) count. The N(r) count is

Bit Number
0 1 2 3 4 5 6 7

Opening Flag

Address

N{s)

Control

N{r)

Data Variable Size

Frame

Frame Check

Sequence

Closing Flag

Figure 4—SDLC frame structure.

therefore the number of the next expected frame to be re-
ceived. The N(s) and N(r) subfields are used by various re-
transmission schemes. The information field contains the
user data. The 16 bit frame check sequence field is used in
a cyclic redundancy check to determine if the frame was
received correctly.

ARQ TECHNIQUES

The choice of ARQ (automatic request for repeat) tech-
niques may be an important consideration in regards to sys-
tem performance. With the onset of satellite data commu-
nications, the choice will become even more crucial. Four
DLC retransmission techniques will be analyzed. REJ (re-
ject) and SREJ (selective reject) are architected ARQ tech-
niques in SDLC’ while SACK (selective acknowledgment)
is an alternative technique which is not architected in SDLC.
The fourth technique to be analyzed is that of BSC (Binary
Synchronous Communications) which is a non-SNA DLC
approach. Only one ‘‘frame”’ is allowed to be outstanding
in BSC. v ;

The first technique, REJ, can lead to the retransmission
of non-error frames as well as those frames in error (as de-
tected by the frame check sequence). The supervisory for-
mat of an SDLC frame is used to transmit an error control
frame from the station detecting a sequence error in the re-
ceived N(s) count. Retransmission is required beginning with
the information frame where the N(s) count matches that of
the N(r) count received in this supervisory frame. Frames
N(r)—1 are acknowledged. All frames pending transmission
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following the frame in error may be transmitted. Only one
reject exception condition may be outstanding at any given
time between the two SDLC stations. The modulo count-1
is the number of unacknowledged frames allowed to be out-
standing. In SDLC, the modulo count can be a maximum of
8 while in HDLC a modulo count as great as 128 is possible.
Therefore, seven frames may be sent under SDLC before
acknowledgment is required. Figure 5 exemplifies REJ.

The second alternative, SREJ, only requests retransmis-
sion of the SDLC frame in error. Again, the supervisory
format of an SDLC frame is used in order to notify the send-
ing station of a sequence error in the received N(s) count
at the receiving station. The single information frame to be
re-sent is specified with the N(s) count specified in the N(r)
count of the SREJ acknowledgment. The sending station can
then retransmit the frame in error as well as any frames
which have not been previously sent. The number of frames
outstanding must be less than the SDLC modulo count. If
more than one information frame is received in error, only
one error frame can be re-sent on the following transmission
(see Figure 5).

The third scheme is not architected in SDLC or HDLC
at the present time. SACK is similar to SREJ in that only
frames in error need be retransmitted. Unlike SREJ, all in-
formation frames received in error can be retransmitted on
the following retransmission. Also, the receiving station
must realize how many frames were received in error on the
previous transmission in order to properly resequence the

frames. Here, each frame re-sent is issued a new N(s) count -

in order to allow more frames to be sent on each transmis-
sion. SACK then has the capability of transmitting the entire
sequence of frames in fewer transmissions (see Figure 5).

Modulo Count= 6 Frames
Message Size = 10 Frames

SDLC REJ (GO—BACK~N ARO)
4

Levels/Frames 1 2 3 8 9 10

1 - - X ? 7
~—— ACK 1,2

2 - - X ? ?
~———ACK 3,4
~+—— ACK NONE
-—— ACK65,6,7,89

~-—— ACK 10

SDLC SREJ (SELECTIVE REJECT)

1 - - x - x
- ACK1,2
z B -7 ~—— ACK 3,4
3 X - -
~——— ACK NONE
4 -
~—— ACK5,6,7,8,9
s T ———acK10
SACK (SELECTIVE ACKNOWLEDGEMENT)
Levels/Frames - 1 2 3 4 5 6 7 8 9 10
1 - - x - x .
-~ ACK1,2,4
2 - X - — -

~-—— ACK3,6,7,8
3 ~ - -
~e——— ACK 5, 9, 10

Figure 5—Examples of REJ, SREJ, and SACK.

PERFORMANCE RESULTS

It is assumed that the network component under study
consists of a half-duplex (HDX), point-to-point transmission
link, operating either in BSC or in HDLC unbalanced normal
response mode. This general description was chosen to allow
consideration of both SNA and non-SNA networks. The
analysis is equally valid for an SDLC environment; however,
HDLC was chosen to allow the modulo count to range up
to 128, rather than restricting it to 8 as is implemented under
SDLC.

Interactive applications, rather than batch, are assumed
to be the primary job types utilizing the transmission facility.
Consequently, link response time is the key performance
parameter. Previous studies''-'>'>'*!* have described the
analyses of the REJ and SACK modes of error recovery.
BSC is conveniently handled by considering it as a subset
of ARQ. SREIJ has not been previously analyzed; its results
appear herein for the first time.

The mathematical model of mean data link response time
(MLRT) for BSC, REJ, SREJ, and SACK is summarized in
the Appendix. Note that the input variable s (data frame size)
includes both information bits as well as framing characters.
The other input parameters are self-explanatory, except for
the factor ¢, which accounts for network delays not asso-
ciated with the actual transmission of user data. Consider
a satellite link with terrestrial tails as a sample environment.
A sequence of frames (from one to the modulo count—1)
being sent from the secondary to primary station first incurs
a delay to physically pass through the modem at the source
of the data (modem transit time). Next, there is a propagation
delay along the terrestrial tail from the secondary to its as-
sociated earth station, and a propagation delay along the
satellite uplink. Any necessary satellite processing then
takes place, followed by another set of delays on the com-
pletion of the trip to the primary station. Here, an acknowl-
edgment frame (containing no information field) is con-
structed and transmitted back to the secondary station,
incurring each of the described overhead delays on the way.
The next transmission of data frames from the secondary
station can then be initiated. Thus, the response time for one
round-trip consists of the actual transmission time for the
data frames plus the overhead time, which, in this case,
equals four modem transit delays plus four terrestrial prop-
agation delays plus four satellite propagation delays plus the
transmission time for the acknowledgment plus any satellite
processing time, as well as any configuration dependent de-
lays such as waiting for a poll. The link response time for
an entire message is the sum of these round-trip times for
all transmissions.

Figure 6 illustrates the two components of MLRT for BSC,
REJ, SREJ, and SACK. The satellite/terrestrial scenario has
been maintained here, as can be seen in the large overhead
delay, in order to highlight the differences among the tech-
niques. Notice that BSC is independent of the modulo count,
as is clear from its definition. SREJ and SACK both have
constant transmission time components, since only errored
frames are retransmitted, but have monotonically decreasing
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overhead time components, since fewer transmissions are
required as the number of frames sent per transmission is
permitted to increase. REJ exhibits this same behavior in
regards to overhead time. However, the transmission time
component of REJ increases with the modulo count, since
more non-errored frames must be retransmitted for each
errored frame received.

Figure 7 shows the resulting MLRT for the same bench-
mark. The error-free case is presented for comparison pur-
poses. Observe that an optimization of MLRT for REJ as
a function of modulo count can be realized. In contrast, the
response times for both SREJ and SACK exhibit monoton-
ically decreasing behavior as modulo count increases. A
graph such as this can be used not only for performance
specifications, but for systems design. For example, since
buffering requirements at both the primary and secondary
stations are a direct function of the modulo count, a tradeoff
of response time vs. necessary buffering capacity can be
made.

There are many design parameters which require study in
the planning stages of a system. Hardware features such as
data transmission rate of the link and bit-error-rate can easily
be tuned from a performance standpoint by use of the model
described here. In addition, software decisions can be
reached. As an illustration, Figure 8 describes the effects on
MLRT when the system from Figure 7 is varied by blocking
the same 16,384 bit message into 8 frames rather than 16

(

8- 16 Frames/Message

1024 Data Bits/Frame

9600 BPS

662 Sec. Overhead Time/
Transmission

1074 BER

\

Mean Link Response Time {Seconds)
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Figure 7——MLRT vs. modulo count at 16 frames/message.
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Figure 8—MLRT vs. modulo count at 8§ frames/message.

frames. A different modulo count, buffering requirement, or
retransmission technique may now become optimal.

CONCLUSIONS

The analysis of the DLC layer of a network is an intricate
process. This paper has described an important subset of
that effort, namely the study of data link response time for
interactive applications using a noisy telecommunications
link. All the presently architected ARQ techniques, as well
as one proposed retransmission scheme, have been consid-
ered in the formulation of a mathematical model of the net-
work. By use of this model, one may investigate the influ-
ences of many hardware and software parameters, thereby
aiding in the planning, design, and cost/performance analysis
of a system.
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where the network and configuration parameters used to generate MLRT are:

s=Data frame size, in bits

BPS =Data transmission rate of the link, in bits per second
BER =Overall bit error rate of the link (randomly distributed)

n=Number of data frames per message
M =Modulo count —1

t=O0verhead time incurred in each round-trip transmission of frames from the primary station to the secondary, and
back to the primary. This parameter includes such factors as modem transit delays, terrestrial and/or satellite
propagation delays, delay for receipt of each acknowledgment, queueing delays, etc.

Then for each retransmission protocol:

{
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SRE] (selective reject mode)
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SACK (selective acknowledgment mode)
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INTRODUCTION

Today, NTT’s RCS has higher-level and more varied func-
tions than when it started. It occupies a more and more im-
portant position in computerization in Japan.

In this situation, in order to construct a rational service
system according to user needs and to achieve an effective
functions distribution between NTT’s RCS and other Hosts
(computers used by other service vendors or private com-
pany computers), computer communication techniques have
become indispensable in NTT’s services.

This paper first indicates requirements for computer com-
munications in NTT’s services. Second, it indicates the basic
computer communications functions, needed to respond to
those requirements and how far they have been realized by
now. Furthermore, an overview of the protocols realized so
far is reported and some of their technical aspects are dis-
cussed.

Last of all, the NTT schedule from now on is presented.

NTT REMOTE COMPUTING SERVICES FEATURE

Since the utilization of computers began in Japan, the NTT
concept has been that various computer systems and net-
works should be organically combined in the future to be-
come a communication and data-processing utility (called a
Network Utility) as a kind of infrastructure.

NTT believed that, in order to construct a rational and
sound Network Utility in Japan, it was desirable for NTT,
the common carrier, to enter upon the data-processing field.
'On the basis of this concept, NTT has been developing and
offering a number of data-processing services since 1968.

These services are classified roughly into the two cate-
gories. One is the sole use data-processing service for spe-
cific users. The other is remote computing service (RCS) for
unspecified users. RCS is divided into the two service cat-
egories, DRESS, and DEMOS. Both services have expanded
gradually since they started in 1971. They have become the
largest RCS in Japan with their 6,000 terminals. .

DEMOS (Demenkosha Multiaccess Online System) is a
general purpose TSS (Time Sharing System) service with a
multitude of commands, languages, library programs and
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large processing capacity. DRESS (Dendenkosha REaltime
Sales management System) is a service for a fixed transac-
tion processing, in which master-files are renewed—atypical
example is sales and inventory management system. DRESS
is not as flexible as DEMOS in building an application system
for end-users, while it has an effective file-accessing ability
and a complete security for transaction data and user files.
Computers of the same kind—DIPS (Dendenkosha Infor-
mation Processing System)—are used in both systems. How-
ever, different kinds of operating systems are used, accord-
ing to differences in the systems’ features.

For a long time, putting large-scale computers into com-
mon use, both have worked a lot in providing cheap and
easily available information processing tools for users who
couldn’t afford to have their own computers. Recently, how-
ever, the role of both systems in that sense is rapidly be-
coming less than before, because of the drastic improvement
in local processors (especially mini-computers and office
computers) in regard to the efficiency and price.

From now on, NTT intends to provide various service
menus for DRESS and DEMOS which cannot be sufficiently
realized on a local-processing basis and will be fulfilled with
on a remote processing basis. The service menus NTT has
in mind are as follows: (a) hardware resources which local
processors cannot be economically equipped with, such as:

® High-speed processing machine
® Mass storage system

¢ High-speed kanji-printer

® Large scale X-Y plotter;

(b) network linkage functions, such as:

® Network interface for various kinds of terminals }

® Relay node for different kinds of computer systems

® Constructing efficient network for nation-wide data-pro-
cessing systems;

(c) data distribution functions for database producers; (d)
software package circulation functions for software authors:
and (e) software production and debugging tools for various -
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kinds of computers and micro-processors, such as:

® Cross software library

® Software conversion tools

® Program generators

® Support tools for designing and documentation.

COMPUTER COMMUNICATION REQUIREMENT IN
NTT’S RCS

The NTT’s RCS center facilities are decentralized into
several districts (the NTT’s RCS centers placement is shown
in Figure 2) for the following reasons: (a) to match existing
maintenance-and-operational organization for telecommu-
nications networks; (b) to avoid expensive charges for the
circuit use, normally determined according to the distances
involved in the transmission; and (c) to safeguard against
disasters, such as earthquake, fire and typhoon.

Lately, computer communications among these distrib-
uted centers or between them and other host computers have
been required for the following reasons.

1. End-user systems geographical range extension

There is a tendency for unifying the date-processings,
which have previously been accomplished individually at

head offices and at branch offices or among different cor-
porations so far. There is a requirement for constructing sys-
tems for sales management and inventory control, point of
sales management, order entry, reservations etc. on a nation-
wide scale from the beginning. .

There is a requirement to use the NTT’s RCS network
which already has many customers and sufficiently varied
functions to afford a new opportunity for software-houses
and database producers, for software circulation and date
circulation.

2. Functions distribution among centers within the same
service

This is a means for sharing facilities at a center, which has
specialized functions—the so called functional center—
among general centers. NTT has already established in
DEMOS the Extended Remote Batch Center equipped with
high speeded CPU which is connected to all of the other
centers by computer communications with high speed trans-
mission line and high level protocols.

NTT intends to construct a large scale database center,
a video information storage center etc. as a function center,
believing that a total system can be developed economically
and rationally using this approach.

Banking systems

Govermental systems

University systems

Facsimile terminals

TSS Vender's systems

Data telefon terminals

Basic terminals

Intelligent

* communication networks

AUTOMATED METEOROLOGICAL DATA ACQUISITION SYSTEM
AGRICULTURAL INFORMATION DISTRIBUTING SYSTEM
EMERGENCY MEDICAL INFORMATION SYSTEM etc.

Laboratory systems

Database service systems

TV receivers

*

Public data processing
services

Private company computers

Intelligent terminals

(:): Data processing node

Figure 1—The network utility image.
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________________ _(E-Bateh)

Hiroshima
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Tokyo

Yokohama

(DﬁESS)

Figure 2—DRESS and DEMOS centers placement. ,

3. Customer need for DRESS and DEMOS unification

Lately, the requirement to realize a total system, by com-
bining the merits of both DEMOS and DRESS, have been
accelerated. A typical example is in regard to analyzing data
in DEMOS which have been collected through the daily pro-
cessing in DRESS. Though a method was considered by
which to unify DRESS and DEMOS operating systems and
to share the files in the same center in order to respond to
these requirements, it was concluded that, for the time being,
it is more favorable to regard DRESS and DEMOS as in-
dividual independent functional centers and to connect these
centers by computer communications techniques.

4. Customer requirement for a distributed system
connecting NTT RCS centers and non-NTT centers

A typical example of these requirements, which has
emerged very clearly by now, is the connection with the
database service vendor’s center. Connection with the bank-
ing data-processing systems, governmental data-processing
systems, non-NTT TSS centers, etc. will be seen in the
near future. The following requirements for connecting
with private company computer systems are appearing: (a)
batch-processing the data in private computers which are

collected through the RCS network; (b) processing the data
in private computers, making use of RCS program resources;
(c) dealing with-the overflow from private computers in the
RCS; (d) employing either private computers or the RCS
depending on the kind of work involved.

Items 1. and 2. concern only the same service. Item 3.
concerns two services in different categories. Item 4. con-
cerns different computer categories.

The NTT concept about basic computer communications
functions, which should be realized to respond to these re-
quirements and ways to implement them, are presented in
the following.

BASIC COMPUTER COMMUNICATIONS
FUNCTIONS REQUIRED

Basic computer communications functions include file
transfer, file record access, job transfer and message trans-
fer.

Table I shows the functions needed in NTT’s services
within the same services, among different services and
among different computers. At the same time, it shows how
far these functions have been realized as of now.

Some considerations about these fundamental functions
are presented in the following.
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TABLE I.—Functions Required in NTT's RCS

Between Same category computers
Among different category
Within the same services computers
Between DEMOS
Function Figure Within DEMOS | Within DRESS |2nd DRESS Between DEMOS Between DRESS
services services and other hostjand other host
host file
File
® | © | ©| OO0
terminal
process
File
record <::> <::>
access
Job Procedure
transfer 1
(includes @ Q O
job-step
transfer)
Message
transfer @

@ : Already in service @:

1. Both file transfer and file record access have their own
application areas, depending on the volume of the data to
be accessed. Of the two functions, file transfer was realized
first, since its realization was technologically easiest. How-
ever, when retrieving database data from the remote host,
etc., file record access is necessary anyway. Therefore, it
is inevitable to support this function at the next stage. The
cost (including processing charge, file charge and circuit
charge) accounting result, depending on the data files place-
ment and file record access method for an actual point of
sales management system model are shown in Figure 3.

In this model, distributed placement data files provide
more efficiency, compared with centralized placement data
files. If distributed placement is adopted, file record access
is more efficient than the file transfer method.

2. When sharing program resources, job step transfer pro-
vides more efficiency than program file transfer does, when
the program volume is sufficiently large. This is why the job
step transfer method was developed in DEMOS. '

3. Accessing the remote file records using the message
transfer methods, the file access function can be easily sub-
stituted for without worries about locking and unlocking
files, file backup etc. In this context, message transfer was
realized in place of file record access in DEMOS.

4. Fundamentally, it is desirable that connection with the

Specifications already determined, <:> :
being manufactured

to be developed in the near
future

remote resources should be transparent for users of the local
host in distributed data-processing. For example, this trans-
parency was realized in the following cases.

® The command ‘ULIBRARY’ (user library) sets the cir-
culation software package into motion. In using this com-
mand, the users don’t need to take into consideration at
all in which host the program files exist. This is because
the program files required are automatically transferred
in the process within the ULIBRARY command, even
if they exist in some other host.

® The NTT database management system—DORIS-2 (Den-
denkosha’s Online system for Retrieval of Information
and Storage) has realized data retrieval from a remote
host by applying the process-to-process data transfer
method. Retrieval can be achieved without any consid-
erations about the computer communications, by setting
up in advance information about the files to be retrieved
and the host in which they exist.

5. The full-scale distributed DBMS (Data Base Manage-
ment System) is now.under research. '

In order to realize this DBMS, it would be necessary to
prepare a basic function for distributed DBMS other than
those discussed above.



Computer Communication in NTT Remote Computing Services 117

PROTOCOL IMPLEMENTATION
Protocols within DEMOS

These protocols include file transfer, job transfer and mes-
sage transfer. Protocol layer hierarchy is.shown in Figure
4,

These protocols have been developed only to apply to
DEMOS. These protocols were attained not only in order
to meet customer needs, but also to study the technology
required for developing the most generalized computer net-
work architecture applicable to different computer cate-
gories—DCNA (Data Communications Network Architec-
ture).

1. It has been possible to achieve very high level effi-
ciency in these protocols, because the code systems, file
structures, file identification methods and so on are the same
within the same service. :

However, the following points prevented the protocols
from having the general applicability required to be extended
for application to the communication field among the dif-
ferent computer categories: (a) separation of protocol layer
hierachy is not sufficient; (b) resources virtualization is not
sufficient.

2. At the Host/Host protocol designing stage, every effort

Centralized placement data files,

file record access

Cost

|
|
l
|
|

file record access

-

was made to detach the fundamental functions from each
protocol, so that those functions could be shared by each
protocol in the form of protocol-commands.

As shown in Table II, 60 percent of the protocol com-
mands used in a certain protocol are shared by other pro-
tocols.

Similarly, from the viewpoint of the number of program
steps, the common use ratio is as high as 60 percent.

3. There would be two controlling methods for the pro-
cess-to-process data transfer. One is the method in which only
local process can control data transfer. The other is the
method in which both local process and remote process have
the right to control, on an equal basis.

However, for now, it is not necessary to realize this
method at the risk of an increase in over-head time and at
the risk of deadlock occurrence resulting from a right of con-
trol exchange.

4. A method has been adopted wherein the acknowledge
response from the remote process cannot be acquired until
the data transfer has entirely ended, even when a large vol-
ume of data is to be transferred. This is because it was con-
cluded better to lay stress on transfer efficiency as a result
of trading-off between recovery from difficulties and data
transfer efficiency.

Difficulties in the center at the opposite end are almost
the only ones to be recovered at the host/host level.

Distributed placement data
N files, file transfer

Distributed placement data files,

Ordinary access volume in this model

File accessing volume

Figure 3—Cost accounting result for actual point of sales model.
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User level protocols

User process — User process

Host/host protocols

Communication control ' - Communication control
software package : - software package

CCP/CCP protocols

CcCp B CCp

Transmission Control procedure

CCP: Communication Control Processor

Figure 4—Protocol layer hierarchy.

TABLE 11.—Protocol Commands Common Use Ratio However, the difficulties probability in NTT centers is
' very small and, once difficulties arise, the connection must
Commands Steps be cut off in most cases where troubles are not recovered

within a permissible time lapse.

Protocol commands and their steps 27.0 33.6
Protocols within DRESS and protocols between DEMOS
and DRESS (file transfer protocols)

Total protocol commands 72.0 100.0 * . .
and their steps These protocols are the first protocols implemented based

upon DCNA on a full scale.
DCNA has strong generality and is applicable to various
« computer categories.

Average values per protocol >3 77 NTT has been developing this architecture as a common
carrier’s duty, in cooperation with several computer makers.
DCNA protocol layer heirarchy is shown in Figure 5.

Average commands used in * The implementation characteristics for these protocols are

common by other protocols and 3.4 5.1

their total steps per protogol as follows:

1. As the internal forms of the user management and the
file management etc. were different between DRESS and
Common use ratio 62.0 % 66.0 % DEMOS, the mapping method between these forms was the
[ (/) = 100 1 most important subject.

2. As these protocols are tentatively implemented by

Number of protocols: 13 using the existing communication control software package
in the first place in order to meet increasing user demands,
* The number of steps is not a real ome. It is shown in the these protocols are not entirely based upon DCNA. The

form of the ratio when compared with the number of steps in

the total protocol commands (=100.0). protocols which are fully based upon DCNA will be created
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only after the new communication software package has
been produced.

It is true that the shift from the old protocols to the new
ones can’t be accomplished at the same time in all centers.
Therefore, the old protocols and new ones will be forced to
co-exist with each other temporarily.

In order to solve this problem, a converter is being de-
veloped which would act as the gate-way between these

protocols. ,

3. It has been decided that the control-management of the
whole network should be accomplished independently by
each center. The reason is to match the existing maintenance
and operation method in the centers and to avoid the risk
of cutting off the computer communications among all cen-
ters when the network control management center fails.

CONCLUSION

The most important subject to solve now is how to com-
municate among different kinds of computers.

The present NTT schedule for this is as follows:

'1979: Communications between NTT computers and other
computers have been realized on the host-to-basic terminal-
connection basis (communications at the data link level or
the transportation level).

1981: File transfer protocols implemented in DRESS and
DEMOS will be opened to the public.
1983: Communications between NTT computers and the

products of the computer makers who co-operate with NTT

will be established on a full DCNA basis. A DCNA instal-
lation outline is shown in Figure 6.

After 1983: The converter which realizes the communi-
cations between NTT computers and other computers, on
the basis of architecture other than DCNA, will be provided.
At this stage, the NTT RCS will act as a relay node among
computers as well as a general purpose processing node.

While the communication among different kinds of com-
puters will greatly contribute to the computerization, it is
sure that there will be some unforeseen problems. For ex-
ample, possible problems include data and message security,
privacy protection and increase of influence upon society
produced by the difficulties of a certain node because of the
increase of the bilateral dependence among computerized
systems.

As discussed above, NTT’s RCS will play the most im-
portant part as an infrastructure in Japan.

Therefore, sufficient assessment of these problems must
be attained when developing the computer communication
techniques.
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LOCAL AREA DATA DISTRIBUTION

The Information Processing Industry now has available a
new link-technology between information and the informa-
tion user. The new technology is the local radio frequency
(RF) voice-grade data broadcast channel.

Radio frequency communications have been commonly
used in data communications networks in the past. However,
their use has been predominantly restricted to wideband
channels, specifically, with point-to-point surface data com-
munications utilizing microwave transmission, and with
point-to-point satellite data communications.

For the purpose of discussion, we will refer to this new
link-technology as LADD (Local Area Data Distribution).
LADD, like microwave and satellite RF communications,
is not a data communications network in itself, but a system

-element. As a system element, it is available for use by all
data communications network operators who find it useful.

One of the beneficial qualities of LADD is that it is not
aleading edge technology which needs refining to be reliable,
predictable, and cost effective. Rather, it is simply the union
of existing broadcast radio techniques with digital modula-
tion-demodulation (Modem) techniques to achieve digital
broadcasting. However, one of the difficulties in comparing
LADD to other data communication technologies on a de-
tailed technological level is the lack of extensive research
experience in the LADD service frequency range and band-
width. A summary of the most relevant data communications
research experience in the LADD service frequency range,
the ALOHA project, may be found in Binder et al.* Yet,
even the ALOHA project provides a poor reference point
due to its broad bandwidth and half duplex service mode.
These two differences have led ALOHA-related studies to-

~ ward optimizing scheduling protocols rather than expanding
the basic knowledge of the RF medium as a simplex data
channel, particularly using voice grade service frequencies.
Although it shares RF communications methods with sat-

ellite and microwave communications, LADD is much dif-

ferent in capabilities. Table I illustrates some of these dif-
ferences.

* Binder, R., N. Abramson, F. F. Kuo, A. Okinaka and D. Wax, ‘ALOHA
packet broadcasting—a retrospect’, Proceedings, National Computer Con-
ference (1975), page 203.
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Because of these differences and LADD’s capabilities,
LADD has specific and limited applications capabilities. The
LADD system’s configuration includes several components:

The physical link connects the controlling site processor
which interfaces the user’s host computer or network to the
LADD Broadcast System. Normally this link is a condi-
tioned leased line utilizing BSC protocol. More sophisticated
means of implementing error detection and corrrection on
this link are possible and compatible with LADD configu-
ration. The capability of a dial back-up of this physical link
is built in to the LADD system to improve systems availa-
bility.

The controlling site processor is the gateway from the
user’s network for data messages from the network that are
to be distributed: It regulates the flow of addressed data
messages, received from the user’s host computer or net-
work, according to pre-defined user priorities, to the LADD
Broadcast System. The net bandwidth capabilities of the
controlling site processor over the physical link are tuned

" to the maximum net bandwidth of the LADD Broadcast Sys-

tem in order to simplify control. The controlling site system,
therefore, acts as an arbitration and store-and-forward de-
vice. In addition to these duties, it can: (1) selectively invoke
special data message handling requirements on a message-
by-message basis, (2) cause the transmission of a predeter-
mined test message for systems checkout and maintenance;
and (3) record user accounting information for later analysis.

The LADD Broadcast System exists at the FCC licensed
Broadcast Service Operator’s facility. It is linked to the data
communications network controlling site processor via the
physical link. The LADD Broadcast System provides a reg-
ulated signal to the Broadcast Service Operator to be injected
into the RF broadcast transmission stream.

The functions of the Broadcast System are:

—Maintain the physical link protocol to the controlling
site processor.

—Provide the broadcast signal of data messages which
includes encapsulation of data messages according to
LADD protocol (see Appendix A—LADD Transmitted
Data Organization); multiplexing messages for optimum
use of the broadcast channel, and modulation of mes-
sages to comply with RF Broadcast Service require-
ments.
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TABLE 1.—Comparison of RF Communications Methods

TECHNOLOGY : LADD SATELLITE MICROWAVE
FACTOR:
Transmission Mode broadcast or point-to- point-to-

point-to-point point point

Reception voice~grade to wideband wideband
Channel Bandwidth wideband
Cost of user-site low high high
receiver/modem
Range (physical short long short
or regulated)
Practical one-way two-way two-way
Transmission outbound
Direction

—Provide selective data message special handling capa-
bilities. Data messages from the controlling site may be
‘“‘tagged”’ to indicate such special handling as encryp-
tion, forward error correction (FEC), and time and date
stamping.

—Collect accounting data on the utilization of LADD.

—Provide feedback to the controlling site on the status
of the LADD Broadcast System and the FCC licensed
Broadcast Service.

The FCC licensed Broadcast Service Operator simply ac-
cepts the signal from the LADD Broadcast System, injects
the signal into the transmission stream, and transmits the
signal as part of his normal operations.

The LADD Antenna-Receiver-Terminal is the final com-
ponent handling the flow of data messages within LADD.
The Antenna receives the RF signal and delivers it by cable
to the Receiver. The Antenna is usually mounted outdoors.
When the multiple Terminals are used within a single facility,
only a single Antenna is required. The Receiver, upon re-
ceiving the RT signal from the Antenna, demodulates the RF
signal to a digital and demultiplexes the signal, preserving
only the data message sent to its related Terminal. In ad-
dition, the Receiver performs necessary receiving-end func-
tions required by selective special data message handling.
The Terminal disposes of the digital signal in accordance
with the wishes of the user.

The broadcast capabilities of the FCC licensed Broadcast
Service Operator are key elements in the physical organi-
zation of LADD with respect to determining applications
capabilities. Appendix B, FCC Licensed Services Approved
for Data, summarizes the major restraints and capabilities
of transmission services capable of supporting LADD tech-
nology. The three major applications-related factors are:

The channel bandwidth authorized for data. This is the
maximum allowable bandwidth according to FCC regulation.

It is important to note that the user will be sold considerably
less bandwidth by the FCC licensed Broadcast Service Op-
erator. The Broadcast Service Operator, in order to protect
his operation from violating FCC regulations (or affecting

. his main channel, where one exists), will provide his own

guardbands. While these guardbands protect the Broadcast
Service Operator, they reduce the user’s bandwidth as ac-
tually delivered.

The transmission mode authorized by the FCC for that
particular transmission service. The two available modes are
broadcast and point-to-point. The difference between broad-
cast and point-to-point mode is contrasted in Davies et al**
when introducing Packet Broadcast Systems. The LADD RF
data channel inherently has broadcast mode capabilities as
a result of the FCC licensed Broadcast Services medium.
Point-to-point mode communications are a result of the chan-
nel protocol’s ability to selectively address individual ter-
minals. Even when broadcast mode is inherent and point-to-
point mode is enabled by channel protocol, the ability to use
one mode or the other, within the law, is regulated by the
FCC. If a transmission service is not authorized for both
modes of transmission, it is implicit that it can only be used
for one. The extreme flexibility of addressing provided by
RF communications makes it difficult (and undesirable) to
police occasional deviations by the Broadcast Service Op-
erator with regard to adhering to the authorized transmission
mode.

The de facto means utilized by the FCC in policing trans-
mission mode violations is the intent of the user. Therefore,
if an application under consideration is point-to-point in na-
ture, a transmission service should be selected which is au-
thorized for point-to-point. Similarly, a primarily broadcast
application should select a broadcast mode authorized trans-
mission service. To be safe, if the primary mode of appli-
cations traffic is uncertain, a transmission service should be
selected which is authorized for both broadcast and point-
to-point mode transmissions.

The normal reception range of the transmission service.
A LADD message is transmitted in all directions simulta-
neously. All Antenna-Receiver-Terminals within reception
range which are tuned to its frequency receive the message
virtually at once. The normal reception range is therefore
the key to the geographic coverage achievable with a single
transmission sysiem. ,

Local geographic and man-made features can affect the
actual reception range as can the height and direction of the
Antenna. Because of these factors, actual reception range
is more properly measured in signal strength (intensity) at
the Receiver. Signal strength must be measured at all An-
tenna-Receiver-Terminal sites as part of a site survey prior
to implementing LADD. If the signal strength is not great
enough, the reliability of the Receiver output will be suspect
(yes, Garbage-In, Garbage-Out applies to RF Systems too!).
The maximum Effective Radiated Power (ERP) of the Broad-
cast Service Operator’s equipment is regulated by the FCC
and will affect the normal reception range.

o Davies, D. W., D. L. A. Barber, W. L. Price, and C. M. Solomonides,
Computer Networks and Their Protocols (1979), page 155.
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It is well at this point to summarize what LADD is, and
what it is not:

LADD is not leading edge technology but is a practical
union of RF communication and Data Modem techniques.
It is a data communications systems element but is not a
data communications network. It requires no FCC license
for the user because transmission capability can be pur-
chased from Broadcast Service Operators. It requires a con-
trolling site processor in order to interface with a data com-
munications network. It can transmit in broadcast mode as
well as point-to-point mode. It is one-way in operation with
outbound transmissions. It has a useful range of up to 100
miles from the transmitter. It has primarily voice-grade (300-
9600 baud) net transfer rate capabilities.

With the LADD system described, one has only to review
a few trends and events of the 1970’s in the areas of Infor-
mation Processing in order to appreciate how such a capa-
bility could fit into data communications network designs.

New service competitors of Bell System services have
emerged and are focusing on the data communications mar-
ket.

—Leased Line Services face lower priced competition in
all grades: sub-voices, voice, and wideband.

—Hybrid Services competitors have emerged, providing
improved services at lower prices.

—Switched Services have no significant new competition.

The Bell System changed from a uniform rate structure
(pre-1974) to a Hi-Lo density rate structure (mid-1974 to mid-
1976), and then to MPL rate structure, resulting in sharp
decreases in long haul rates and sharp increases in short haul
rates.

Decreasing computer prices have stimulated growth in the
number of computér sites, especially for mini-computers.

The microprocessor has become a standard element in
most terminal equipment, giving terminals computational
capability.

The demand for data communications, hardware, staff,
and services continues to grow at a high rate.

In summary, more installed computing capability, increas-
ingly dispersed computing capability, and improved Leased

TABLE II.—Remote Terminals Attributes

B. Dispersion

) C. Throughput
D. Movements and changes
E. Installation delay

tolerance

most within the range
of a single broadcast
transmission system
high

frequent

must be within a few

days

Application

Application Application
Attribute More Desirable less Desirable
A. Number many few

scme within the range
of a single broadcast
transmission system
low

infrequent

can sustain 6 weeks,

8 weeks or longer

TABLE III.—Message Traffic Attributes

Application Application Application
Attribute More Desirable Less Desirable
A. Volume high low

B. Proportion cammon to high (broadcast mode)

multiple remote low (point-to~point

terminals mode needed)
C. Patterns of flow erratic predictable
D. Maximum instantaneous 2400 baud 2400 baud
bandwidth required
E. Priority levels many few
F. Immediate delivery required for same of not required

the volume

G. Delivery within 24 hours required (or tolerable) not required (or

for same of the volume tolerable)
H. Security (encryption) required on a selective not required
message basis
I. Transmission error required not required
detection
J. Transmission error required on a selective not required

detection and correction message basis

(FEC)

Line long haul pricing rates have created a need for local
(short haul) data distribution. While LADD cannot satisfy
all of this need because of its specific capabilities, it can help
satisfy some of it.

Analysis of the LADD capabilities measured against the
general attributes of remote terminals and message traffic
within a data communications network yields a means of
measuring applicability. Attributes which, when analyzed,
measure the applicability of LADD as a systems element of
data communications networks, are shown in Tables II and
III.

Another way to estimate the applicability of LADD is to
analyze it relative to data communications network design
constraints. A point by point review produces a general view
of LADD specific enough to determine if the technology can
be beneficially added to an existing data communications
network. The following paragraphs are just such a review
based on the design constraints identified by Dixon R. Dollt
regarding network design preliminary information:

Number and Locations of Processing Sites: A key factor
in implementing Local Area Data Distribution (LADD) is
that there be a single controlling site regulating the flow of
data traffic to be distributed from the processing sites. There-
fore, the number and locations of processing sites in a data
communications network is inconsequential to the ability to
implement LADD. Both centralized and distributed data

t Doll, Dixon R., Data Communications—Facilities, Networks, and Systems
Design, 1978, p. 4.
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communications networks will find LADD applicable to
their operations.

Number and Locations of Remote Terminals: The loca-
tions of remote terminals is a key design parameter for im-
plementing LADD. All remote terminals located within the
range of the Broadcast Service will have essentially equal
ability to receive data messages. The number of remote ter-
minals within the broadcast range is not a parameter affecting
the physical implementation of LADD.

Information Flow Patterns Between Terminals and Pro-
cessing Sites: Information flow using LADD is, by defini-
tion, outbound only from the processing sites through the
controlling site to the remote terminals. Erratic patterns of
information flow which would make it impossible to eco-
nomically install a leased line network to distribute datahave
no effect on LADD’s ability to distribute data.

LADD can function as the outbound channel in two-way
communications, wherein the inbound and outbound data
each have dedicated channels. In this way, for example, high
volume printing on multidrop networks can be sent via
LADD, thereby maintaining low response times for termi-
nals.

Types of Transactions to be Processed: Transactions of
any type can be distributed using LADD. One of the benefits
of LADD’s being able to operate in broadcast mode as well
as point-to-point mode is the additional transaction types
which can be handled. An example of such additional trans-
action types is outbound policy information such as price
changes. This kind of information is usually composed cen-
trally, voluminous in nature, and delivered by mail. Virtually
instantaneous broadcast of such critical and detailed infor-
mation to all receiving sites concurrently cannot be achieved
with any other commonly available data link technology.

Traffic Volumes for Transaction Types: Traffic cannot
achieve a net transfer rate in excess of the net transfer rate
of the broadcast channel. This value is dependent on the
Broadcast Service. Traffic volume is a factor in judging the
economy of employing LADD technology. The greater the
volume of traffic addressing multiple remote terminals, the
lower the cost per message delivered. Increasing the volume
of traffic addressing individual remote terminals increases
the cost per message delivered.

Urgency of Information to be Transmitted: Transmission

of data to remote terminals is practically instant, up to the
maximum net transfer rate of the broadcast channel. When
the volume of data to be transmitted at any instant exceeds
the maximum transfer rate of the broadcast channel, the
controlling site is called upon to arbitrate the message se-
quence priority for transmission. A mix of data messages of
several degrees of priority produces the best economical
performance of a LADD system by spreading the load
evenly.

Capacity Reserved For Traffic Growth: The nature and
volume of excess capacity is measured in terms of the max-
imum transfer rate of the broadcast channel and the patterns
and priority of message traffic. A LADD system will have
24 hours a day availability for use under normal conditions.
Generally, a LADD application will have capacity in reserve
of twice the prime time capacity.

Acceptable Undetected Information Error Rates: The in- .
formation bit error rate of a properly tuned LADD is less
than 10~7. This rate can be improved by utilizing link forward
error correction (FEC) routines. Error checking and correc-
tion routines compromise throughput for improved accuracy
by reducing the maximum transfer rate of the broadcast
channel by their overhead. In many LADD implementations,
error checking and correction may not be necessary because
the technology is intrinsically superior to common carrier
links whose bit error rates, according to Dolli; range be-
tween 5x 10~% and Sx 10~. ~

Reliability and Availability: The reliability of a LADD
system will be directly related to the reliability of the con-
trolling site system, the physical link, the LADD Broadcast
System, the FCC licensed Broadcast Service, and the remote
Antenna-Receiver-Terminals. The Broadcast Service is not
only exceptionally reliable by information processing stand-
ards, but also usually has a full time on-site engineering staff
to correct failures. Certain components of the system such
as the physical link and the LADD Broadcast System can
be implemented redundantly where improved reliability is
required. The availability of the system is generally 24 hours
per day less down time due to equipment and power failures.

Availability of Financial Resources: Most data commu-
nications networks with the need for LADD capabilities al-
ready have a controlling site system in place. With this en-
vironment, adding Local Area Data Distribution capability
to the network would include the costs for the LADD Broad-
cast System and Antenna-Receiver-Terminals hardware pur-
chase and their installation, plus a monthly service charge
for the physical link and for the FCC licensed Broadcast
Service, and maintenance charges. The most exciting aspect
of LADD for the financial decision-maker is that when uti-
lized effectively it has the ability to make the cost of dis-
tributing information less than the cost of the paper it’s
printed on.

Because LADD is new, and specific and limited in the
applications in which it is useful, it will not be a commonly
used link-technology for several years. Most probably, the
initial demand will continue to come from large corporate
users whose needs are a perfect fit to LADD’s capabilities.
Additional growth in LADD’s usage will come as a surge
when the value-added common carriers integrate LADD’s
capabiiities inio iheir hybrid networks.

Ultimately, LADD link technology will be just another
data communications network building tool and in common
use just as satellite and microwave RF communications are
now becoming.

APPENDIX A
LADD TRANSMITTED DATA ORGANIZATION

I. Transmission Mode
Asynchronous

t Doll, Dixon R., Data Communications—Facilities, Networks, and Systems .
Design, 1978, p. 4.
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II. Character Format

A.

Start Bit K] T
B.

7 Data Bits—— ]
C. Parity #it
D. Stop Bit

III. Message Block Organization

Figure 1

A. Message Header—

1. SOH—Start of header USASCII control char-
acter
2. Header control characters:
a. Primary addresses—4 printable USASCII
characters
b. Secondary addresses (optional)—up to 7 ad-
ditional addresses of 4 printable USASCII
characters undelimited by other characters
c. Daily message sequence number (optional)
d. Time and date stamp request (optional)
e. Selective Forward Error Correction enable
(optional)
f. Selective encryption enable (optional)
Message Text—

"Message Text may include any ASCII character

with the exception of ETX.

Messages may be of any length; however, invoca-
tion of certain selective message special handling
features may require that messages not exceed some
specific length.

Message Trailer—

ETX—End of text USASCII character

IV. Protocol Overhead

A.

Message
Block
Protocol

Overhead

Characters contain 70 percent data bits yielding 30
percent of the bits transmitted per character as pro-
tocol overhead. '

Message blocks contain a minimum of 7 characters
of protocol overhead if no optional header control
features contribute to protocol overhead on an elec-
tive basis and their overhead factors are to be con-
sidered as part of the cost of utilizing the respective
features, not as part of the general protocol over-
head. Basic message block overhead therefore be-
comes a function of message text length as illus-
trated by the following chart:

50% T
33% 1

20%

10%

7 14 28 56

Figure 2—Message text length (characters)

At a message text length of 1000 characters the mes-
sage block overhead is approximately 1 percent.

. Net protocol overhead is the total of character pro-

tocol overhead plus message block protocol over-
head as follows:

Character protocol overhead =30%
Message block protocol overhead* = 3.5%
(remaining 70% X 5%)

Total Protocol Overhead -33.5%

* Note—for the purpose of quoting a definitive overhead value message text

length wa

s assumed to be 56 characters.
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APPENDIX B

FCC LICENSED SERVICES APPROVED FOR DATA

Defining FCC Service Bandwidth Normal
Name of Service Transmission Mode Regulations Frequency Range Authorized for Data Reception Range
Subsidiary Broadcast 73.310 88-108 MHZ 22 KHZ (assumes 100 miles (class
Communicati_ons stereo main C station)
Authorization (SCA) channel)
Radio Common Carrier  Point-to-Point 11.509 (3), (1) & 158 & 454 MHZ 3 KHZ Up to 60 miles
(RCC) 2
Domestic Public Land Broadcast and 90.207 470-512 MHZ 3 KHZ Up to 80 miles
Mobile Radio Service Point-to-Point
(DPLMRS)
Multipoint Distribution  Broadcast and 21.903 (a) & (b) 2150-2162 MHZ 6 MHZ Line of Sight

Service (MDS)

Point-to-Point

NOTES

I. The means used by the FCC in determining the nature of a communications application is the user’s intent:
A. Broadcast alone implies not point-to-point and usually implies public service.
B. Point-to-point alone implies not broadcast.
II. The user is not required to obtain FCC licensing because the transmission service operator has already done so.
II1. Pricing on some of the transmission services is subject to Federal and State tariffs.



Overview of the Computer
Architecture Area

In the architecture area, the following
six important topics are included: super-
computer systems, data base machine and
issues on database management systems
(DBMS) standards, intelligent memory,
architecture for local area networks, net-
work data access support technology, and
survivability criterion for the distributed
data processing (DPP) networks.

A number of problems in the science
and technology field require enormous
computational power. The systems that
are capable of solving these problems are
called supersystems. Dynamic architec-
ture is an effective way to provide a source
of computer throughput. They can be
classified into two areas: (1) adaptation of
hardware resources on instruction and data parallelism, and (2) reconfiguration of hardware
resources into different types of architecture—array, pipeline, multicomputer, multipro-
cessor. Two papers are presented on this subject.

Unlike the supersystem, the data base machine is a new and an important computer
architecture. It has different characteristics as compared to the conventional number
crunching systems and the supersystem. In the data base machine and standard issue
session, a single joint paper will be presented by the authors and will be followed by an
in-depth discussion on the issues of DBMS standards. The session will assess the progress
made in the data base machines area, determine the functional capabilities and limitations
of the present data base machines, and examine the issues on DBMS architecture, data
models, and data languages from the point of view of present and future data base machines.

Memory systems play an important role in computer system performance. With the
advent of LSI and VLSI technologies, it becomes technically and economically feasible
to integrate logic and memory together—intelligent memory. Such memory systems will
have high impact in future computer architectures. Application of intelligent memory to
radar tracking applications, context addressible memory, and conflict free memory are
discussed in that session.

With the advent of computer communication technology, interest is growing in loosely
coupled computer system architectures in which the computing and mass storage com-
ponents are connected via a high speed local network. In such a system, the computers
can operate autonomously, as in a ‘‘distributed processing’’ approach, yet can share files
and communicate among themselves at extremely high data rates. That session explores
in detail one design for such a loosely coupled network system. This will permit the various
tradefoffs involved in the design to be discussed in depth. A discussant will contrast the
approach described and the decisions made with other alternatives.

Data access of a distributed data base system is one of the important areas that has been
of interest to many researchers as well as practitioners. The problem is complicated by
the fact that the data model, the host processor, the view of the data, etc. may be different
from one site to another. Issues which will be discussed are data transfer vs. data distri-
bution and cost/performance of different data translation models.

A distributed data processing (DDP) system is made up of telecommunication links
between computers installed at network nodes. Interacting factors which affect DDP sur-
vivability include: data set and program distribution across nodes, network architecture,
link and node redundancy, and the number of nodes and links in the network. The criterion
for DDP survivability will be examined in terms of these factors and their interactions.

Because of the diversified nature and widespread interest of computer architecture, there
are other sessions in the conference that are related to computer architecture. The par-
ticipants interested in this subject area should also consult other sessions in this conference.

Weslesf Chu
Area Director
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The Control Data loosely coupled network lower level

protocols

by WILLIAM C. HOHN

Control Data Corporation
Arden Hills, Minnesota

INTRODUCTION

The Control Data Loosely Coupled Network (LCN) pro-
vides a form of two-party cooperative communications, sim-
ilar to that described by Enslow (1). Put another way, LCN
acts as an agent for Multi-Mainframing and distributed pro-
cessing by providing a means for interconnection of, and
information exchange amongst, a collection of mainframes
or mainframes and peripherals (all referred to as ‘‘hosts’’ in
the remainder of this paper).

LCN appears in a host as that software which provides
network services to applications. These services include
permanent file transfer, queued file transfer, application to
(remote) application chit-chat, and shared rotating mass stor-
age.

An equipment called a Network Access Device (NAD),
attached to a host using the channel protocol native to that
host, is the hardware entry point to the network. NADs in
turn are interconnected by bit-serial trunks. Up to 32 NADs
can be attached to a trunk; up to four trunks may be attached
to a NAD. The combination of NADs and trunks provide
the interconnections between hosts, and thus the hardware
path for information exchange amongst hosts.

A set of protocols define and control LCN activities. They
are shown, in Figure 1, as they relate to the ISO Open System
Interconnection Reference model (2). Levels read down the
page from the highest (application) to the lowest (physical).
The remainder of this paper is limited to the protocols of the
lower four levels.

VIRTUAL CHANNEL

Conventionally two hosts have been coupled in one of
three ways,

a) common memory storage ,
b) channel-to-channel (a variation is shared disk)
¢) communication lines

in order of descending performance. In addition, operating
systems tend to be cognizant of these variations since data
rates and response times vary dramatically with the form of
coupling. What differentiates LCN from the traditional in-
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terconnect schemes are the characteristics of the intercon-
nect.

A host NAD, which interfaces a host to the remainder of
LCN, is designed to the channel specification native to the
host—including the maximum data rate of the channel.

NAD:s in turn are interconnected by shared trunks. The
amount of trunk bandwidth available to a given NAD to
NAD transfer is dependent on the loading of the trunk, vary-
ing from a maximum of 50 megabits (minus overhead) down
to some minimum but nonzero value as trunk loading in-
creases. Loading refers to how many NADs are attempting
to use the trunk simultaneously.

From an operating systems point of view, a NAD to NAD
transfer can occur at maximum channel rate, or at some
lesser rate down into the realm of communication lines. This
effect is analogous to virtual memory in that as the number
of jobs mapped onto real memory exceeds the size of real
memory, the execution time for each job increases.

A second parallel to virtual memory is that NAD to NAD
transfers replace what is otherwise a system bottleneck with
a slow transition. For example, coupling synchronous trans-
fer rates of different value. The analogy in virtual memory
is the mapping of a 10 million word program onto a half
million word real memory without reprogramming for over-
lays or special I/O techniques.

In summary, L.CN appears as neither a channel extension
nor as a communications scheme, but rather as a virtual
channel.

PROTOCOL DESIGN CONSIDERATIONS

A design decision was made that the NAD should incor-
porate the lower protocol levels up to and including the trans-
port level, primarily because of the problems associated with

180
(Open Systems Architecture)
Model LCN
Application
Presentation
Session

Application
Network Block PROTOCOL
CYBER/NAD PROTOCOL

Transport Transport
Network Network
Data Link Data Link
Physical Physical

Figure 1—Protocol levels.
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resource contention. Other factors influenced by and there-
fore favoring this decision included error recovery, perform-
ance of the network, simplicity of design, commonality
throughout the network, and integration with existing hard-
ware. Inspection of these factors with greater resolution re-
vealed that the implementation had to:

a) meet design goals at low cost

® connectivity # units, distance, data

rates

® accessibility controlled access,
multi-path

® performance overhead

® dependability detect errors, graceful
degradation

® maintainability fault trace
b) Which translate into givens
® serial trunk
e buffering
® communication like
protocol ’ resume
e intelligence to manage it all
¢) and avoiding these self-inflicted pains
® single point of failure centralized network

low cost
data rate matching
messages vs ready/

management

® dead box deadlock also called ‘‘united we
fall”

® throttling slow host throttles fast
host

® missing message lost data

® spoofing security breach

® global autoload load one—load all

® the “‘bully”’ fixed trunk access
priority

® daisy chain NAD to trunk
connection

® resource deadlock no closure

® error prone transmission requires higher level
protocol
d) and recognizing the inherent problems

® error retrys how many

® resource allocation single path or multi-
path

® host/trunk (real/virtual . performance matching

channel)
® the ‘““missing ACK” resynchronization in the

face of errors

Although the detailed analysis of these attributes is beyond
the scope of this paper, they are shown to indicate consid-
erations made in arriving at a working implementation.

LCN SITE PROTOCOL

Strictly speaking, Site Protocol is not one of the layers
given in the ISO Open System Interconnection document.
But it is presented to show that connectivity and accessi-
bility are not the same thing. The configuration of trunk/

NAD interconnects, together with assignment of physical
addresses and access codes, constitute the site protocol.

Connectivity

An example of LCN hardware is shown in Figure 2, where
MF = mainframe and P = peripheral. The NAD can interface
with one to four trunks, some examples of which are shown
in Figure 1. The NAD connects its attached device to the
network, but the interconnect pattern of the NADs/trunks
defines the connectivity between devices. Note that attach-
ing a device to the network does not imply connectivity with
all other devices attached to the network. For example, MF/
B cannot connect with P/C, P/D, or MF/E. Another example
is MF/F, which can connect to all other devices except P/C.

Addressing

The hardware which interfaces a NAD to a trunk is called
a Trunk Control Unit (TCU).

Each TCU is identified by an 8-bit physical address. The
destination field of a message must match the physical ad-
dress in order for the message to be accepted by the NAD.

The site protocol requires that all TCUs on a given NAD
must have the same physical address.

Set identifier

Each NAD/trunk interface includes a 16-bit set identifier
(the access code). The access code field of a message must
match the switch selectable access code of the TCU in order
for the message to be accepted by the NAD. The access code
allows sets of NADs to share the same trunk yet be inde-
pendent. All NADs of a set may access all other NADs
within the set, but no others. Messages directed to a NAD
outside of the set are not accepted by that NAD. Note that
a NAD may be a member of more than one set. Access code
transmission and matching are hardware functions.

Accessibility

These three characteristics (network connection, physical
address, and set identifier or access code) constitute the
accessibility of a NAD (and hence its attached host) to all
other network NADs.

TRANSPORT CONTROL PROTOCOL

The Transport Control Protocol provides the method by
which mutually accessible hosts exchange information. This
protocol is defined independently of, yet with consideration
for, the broad range of hosts considered likely LCN candi-
dates.
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Figure 2—LCN connectivity.

Data path

The primary means for information exchange is the data
path. A data path is a logical, bi-directional ‘‘channel’’ ter-
minating at each end in a host. Data path creation and dele-
tion is performed by the NAD as directed by its host. A path
normally is created between two different hosts, but the
protocol allows a host to create a path to itself. Furthermore,
some NADs are designed to have multiple attached hosts.
When generating a path between hosts on the same NAD,
or when a host creates a path to.itself, the path is‘contained
solely within the associated NAD since that NAD is attached
to both path-end hosts.

More than one data path may exist between a pair of
NADs.

A NAD can support up to 128 paths. However, since each
path requires a small dedicated area in memory for path con-
trol (not including data buffers), the maximum number of
paths supported by a NAD varies with its hardware config-
uration.

Information is passed on a path in the form of data, marks,
or as a code.

Data path-connect

Path creation is initiated by a host. A successful connect
requires acceptance by the local and remote NADs (path
control resource allocation), and by the destination host.
That means the three intelligent entities—NADs and desti-
nation host—all have the opportunity to deny the request.
Put another way, the three must cooperate in order to com-
plete the connect. Once connected, a path exists until ex-
plicitly disconnected by either of the hosts, or until an un-
recoverable error, such as a broken trunk, occurs.

At connect time the host presents the routing parameters
to its NAD, or receives them from its NAD, depending on

path-end. Both hosts also are given a path ID by their re- ..

spective NADs. Thence forward, the hosts refer to the path
by ID, and the necessary routing is automatically performed
by the NAD.

Data path-data exchange

By definition, data transfers are bi-directional on a data
path. Host transfers are ‘‘blocked’’ by the NAD before
transmission on the trunk in order to (a) decouple the host
channel rate from the trunk rate and thereby allow unused
trunk time to be used by other NADs, (b) to provide a mech-
anism whereby the data buffer area of NAD memory can be
allocated dynamically across several paths, (c) to provide
concurrent bi-directional transfer, and (d) to segment a long
transfer for lower probability of induced errors.

The amount of data transferred is unlimited, but the ef-
fective rate of transfer is limited by buffer availability (real
and path threshold) in the associated NADs, as well as by
trunk loading (the ‘‘virtual channel’’ characteristic). A spe-
cial data transfer mode is provided in which the trunk is not
released between data blocks. In this mode only the two
NADs involved can use the trunk, all other NADs being
locked out. In this mode trunk loading is removed as a factor,
and the network appears as a dedicated point-to-point con-
nection. Transfer rates are then limited by the host channel
and trunk rates and overhead.

Data path-mark

A mark is a special form of data, analogous to an end of
record mark. A mark may be sent at any time. The data and
interspersed marks are delivered in the same order as sent.

Data path-code

In addition to data and marks, a very short (32 bit) message
may also be transmitted down a path. This message (CODE)
is different from data and marks in two ways. First, the data
path CODE buffers at each end are permanently allocated
and, hence, always available (unlike data buffers which are
dynamically allocated). Second, CODE messages are not
queued at the receiving end; rather each CODE message
“‘overwrites’’ the previously received one.
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Data path-disconnect

A path may be disconnected by either path end host. The
NAD performing the disconnect first transmits all of its out-
standing output data, marks and code; then sends a discon-
nect message to the other NAD. Residual input is discarded
in the NAD initiating the disconnect.

The disconnect is queued at the receiving NAD and is
presented to the attached host after all data (and marks) in
front of it have been presented.

Control message

The control message (DATAGRAM) is an alternate means
for information exchange. Control Messages are self-con-
tained, meaning they have fixed length, they contain routing
information, and they are not associated with data paths.
The host supplies the Control Message to the NAD, and the
NAD simply sends it to the destination NAD. A Control
Message, which for any reason cannot be delivered to the
destination NAD, is returned to the host.

The control message format is shown in Figure 3.

SUMMARY

Transport Control Protocol uses data paths and Control
Messages for information exchange between mutually ac-
cessible hosts. Since data paths exist as logical ‘‘channels,”’
a host and its attached NAD may have many paths assigned
and serviceable concurrently (but not simultaneously). At
the same time the Control Message, independent of data
paths, is available for flow control, status, functional re-
quests of a higher level, or just general chit-chat.

NETWORK CONTROL PROTOCOL

This protocol level defines information flow control be-
tween NADs.
In order for a host with a dedicated NAD to exchange

: NAME :
: RESOURCES :
: BODY :

Figure 3—Control message.

information with any other host, the transfer obviously re-
quires traversing a trunk from NAD to NAD. Hosts sharing
a NAD, however, communicate with each other through
their shared NAD, but with other hosts across a trunk (and
another NAD).

A primary task for the Network Control Protocol is rec-
ognizing and processing these routing variations.

Command/response message modes

Three modes are defined for communications between
NADs. Each mode is tailored to a specific work function,
to effectively use the trunk and NAD resources.

In the following three sections, the graphic conventions
listed below are used.

The Command Message and Response Message, which
always occur in pairs, are illustrated as a pair of boxes con-
nected by a line.

¢ COMMAND fmmm e : RESPONSE :
¢ MESSAGE H ﬂ ¢ MESSAGE H

The left hand box is always a command message, and the
right hand box is always a response message. The intercon-
necting line represents the interval during which the receiv-
ing NAD processor examines the command message and
determines the appropriate response message to return. The
trunk remains captured until the processor signals the trunk
interface to transmit the response message.

Mode 1—control

———— oo i v . W - —— — - —— o —

Mode 1 consists of one command/response message pair.
CONTROL is directed to the host, and has meaning defined
by a higher level protocol, or is a flow control message di-
rected to and processed by the NAD processor.

Mode 1 command messages

** Control Message

** Connect
Pathcode
Path Mark
Disconnect
Double Purge
Connect Accept
Connect Reject
Status Change

** There are the only messages (of all three modes)
which are generated by the host.
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Mode 1 response messages

ACK

WAITNAK

Sequence Error

Illegal Command Message
Illegal Path

Mode 2—data transfer

PATH :-----: ACK : : PATH :-~----: ACK

Mode 2 is a two command/response message set used for
transmission of data. The first command, Path Request,
identifies the path and the buffer size. The receiving NAD
returns an ACK if the data transfer is permissible. The send-
ing NAD then immediately transmits the data, a closing ACK
is returned, and the trunk is released.

If the receiving NAD cannot accept the data, it will return
a NAK, following which the trunk is released.

Mode 2 command messages

Path Request
Path Data

Mode 2 response messages

ACK

Queue Full NAK
WAITNAK

Illegal Command Message
Illegal Path

Sequence Error

Mode 3—captured trunk (streaming mode) data transfer

¢ PATH :--:ACK: :DATA:--:ACK: o 0 0:DATA:--:ACK:-—:DISABLE:-~:ACK:
:REQUEST: EI EE ] H H ¢ :STREAM : :

Mode 3 is a special form of data transfer in which trunk
multiplexing is temporarily halted by capturing the trunk
(streaming) for the duration of a multi datablock transfer.
Consequently, total trunk bandwidth is allocated to the path
capturing the trunk. Two useful effects result. First, the data
path transfer rate is maximized since trunk loading has been
eliminated and protocol overhead minimized. Second, all
other NADs (and their hosts) on the trunk have had their
intercommunication momentarily suspended, which implies
an interlock capability.

Mode 3 command messages

Enable Stream Path Request
Disable Stream
Path Data
- Path Mark
Path Code
Wait

Mode 3 response messages

ACK

BLOCK SEQUENCE ERROR
Illegal command message
Illegal Path

Disconnect

Ready

Nak

Message transmission retry

As explained in the Link Control Protocol section, all
transmissions consist of a command and response message
pair. A normal transmission consists of a TCU receiving a
command message addressed to it, and returning a response
to the TCU originating the command.

Transmission abnormality

A transmission abnormality occurs when no response is
forthcoming to the command. Listed below are the main rea-
sons for no response occurring:

1. Addressed a nonexistent NAD (actually TCU)
2. Command message garbled on the trunk causing
a. Destination Field to address a nonexistent NAD
b. Check sum error at receiver (no answer if check sum
error)
3. Command message received correctly but the response
message was garbled giving a similar effect as (2).

When a transmission abnormality occurs, the command
message is retransmitted (with the same sequence number),
up to 256 times, until a response message is received. If no
response message is received after 256 retries, a fatal error
has occurred. The disposition of the unsuccessfully trans-
mitted command message depends on its type.

During retry the controlware will not attempt to send any
command messages other than the one enduring the trans-
mission abnormality. The controlware, however, will accept
incoming command messages.

Destination busy

The status of the responding NAD (TCU) is included in
aresponse message. One of the:e status bits is the ‘“‘Memory
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busy’’ bit. The ‘“Memory busy’’ status signals that, although
the command message was received by the destination TCU
correctly, it could not be passed on to NAD memory. Hence,
the response returned is likewise not from memory but gen-
erated by the TCU. Since the NAD processor at the desti-
nation did not receive the command, it must be retransmit-
ted.

Provided the remainder of the response status is correct,
the command message is queued for retry, and will be re-
transmitted until accepted by the destination NAD memory
(or until a fatal error occurs).

The retry queue is serviced on a fixed interval basis. Other
command messages may be sent during this interval.

Destination fatal error

Other NAD status bits in aresponse message include NAD
processor not running, sequence errors, and other indicators
of fatal errors at the destination NAD.

If the response status indicates a fatal error, the command
message is not retransmitted. Marked ‘‘fatal error,”” the
message is disposed of according to type.

Fatal message errors

Fatal message errors are those which are caused by hard-
ware errors during the transmission of a trunk command/
response. These errors can be caused by:

® trunk interface failures at either NAD
® trunk/data set failures
® NAD failures.

LINK CONTROL PROTOCOL

The LCN Link Control Protocol defines a format and se-
quence of bits impressed upon the trunk to facilitate the
transmission of information. The vehicle for all command
and response information on the trunk is called a message.
Each transmission on the trunk consists of only one message
frame. In all cases, communication between two elements
X and Y consists of a pair of message transmissions: a com-
mand message transmitted from X to Y and a response mes-
sage transmitted from Y to X. )

Command message frame structure

A valid command message is a minimum of ten 8-bit bytes

inﬁlﬁength following the frame synchronization sequence and

must conform to the following structures: P, F, T, FUN, Al,
A2, RP, S, L1, L2, FC1, FC2, I, FC3, FC4 where,

P =preamble of all ones preceding sync frame
F =message frame synchronizing byte
T =destination address byte
FUN =function byte
Al,A2 =access code bytes
RP =resync parameter byte
S =source address byte
L1,L2 =length ficld bytes
FC1,FC2 =header frame check sequence bytes
I=information field, variable length
FC3,FC4 =information frame check sequence bytes

Frames containing only link control sequences form a special
case where no I field is present. )

Response message frame structure

A valid response message is a minimum of ten 8-bit bytes
in length following the frame synchronization sequence and
must conform to the following structure: P, F, T, FUN, P1,
P2, P3,S, L1, L2, FC1, FC2, 1, FC3, FC4 where,

P1=not used
P2=TCU/TCI status byte
P3=not used

and all other elements are identical to the command message
elements.

PHYSICAL LEVEL PROTOCOL

The transmission scheme employs carrier modulation of
self clocked data, with the NADs attaching to a coaxial trunk
via a T-tap. The measured error rate of the combination
(including data sets) is 107'? or better within the configu-
ration limitations.

Access to the trunk is governed by Trunk Reservation and
Contention Eilimination (TRACE) priority hardware. TRACE
is a rotating priority scheme in which every NAD is given
access to the trunk in turn.
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LCN—A loosely coupled network system

by LOWELL H. SCHIEBE

Control Data Corporation
Arden Hills, Minnesota

INTRODUCTION

The Control Data Loosely Coupled Network (LCN) system
is a set of hardware and software that interconnects com-
puters and peripheral devices and provides them a means
to communicate with each other over shared high-speed data
trunks. The term Loosely Coupled is used to denote that
there is no master/slave relationship in the LCN system. To
effect communications between two units connected to LCN
both units must agree to the transaction. This type of loosely
coupled connection has been described previously'.

The conventional method of interconnecting computers
with a high-speed channel is via point-to-point dedicated
links where a connection consists of two adapters and a high-
speed link as shown in Figure 1. This type of interconnection
method is only reasonable if the number of computers is kept
very small. The number of adapters and links required to
interconnect all computers increases dramatically as units
are added. A system of five computers, as shown in Figure
2, requires 20 adapters. The relationship between the num-
ber of computers, links and jadapters can be described by
the following formula.

N=D(D-1)

Where N =number of adapters required
D =number of computers to be interconnected.

Whereas the conventional method requires many adapters
for a large system, the LCN provides a means tointerconnect
many computers or peripherals with high-speed serial data
trunks using only one adapter per device. A typical LCN
system is shown in Figure 3. The Network Access Device
(NAD) is the unit that adapts the unique computer or pe-
ripheral channel to the high speed serial data trunk. In the
rest of this paper the term Device will refer to a computer
or peripheral equipment that is attached to a NAD.

LCN SYSTEM ARCHITECTURE

The system architecture of the CDC Loosely Coupled
Network is based on logical rather than physical intercon-
nects. The following four attributes describe the key features
of the LCN architecture.

Concurrent logic‘al paths

One of the LCN attributes is that it has concurrent logical
path capabilities. The system software, which is called con-
trolware, contained in each NAD is based on a bi-directional
logical path concept. With this concept, devices request log-
ical paths to other units and then send/receive data and sys-
tem messages over these paths. The NAD controlware es-
tablishes and maintains these logical path connections
performing the logical/physical path transformations. When
data is to be sent between devices across a logical path, the
two NADs on each end of the path cooperate in obtaining
use of the LCN trunk and in moving the data. The paths are
bi-directional meaning that data can be sent in either direc-
tion between devices. Multiple logical path connections are

. provided in each NAD and data transfers can be active on
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several logical paths within each NAD.

Device independence

A second attribute of the LCN is that it is independent of
the devices and/or systems attached to it. The controlware
in each NAD allocates and controls the NAD resources. The
NAD controlware also establishes the physical routings be-
tween devices that correspond to the system logical path
connections and moves data across these path connections.
The LCN/NAD is independent of the data being transferred
across these paths and does not examine or use the data
being moved. Buffering within the NAD decouples the de-
vice transfer rates from the LCN data transfer rate.

Connectivity

A third attribute of the LLCN is that it interconnects many
devices via a set of common high-speed serial trunks and
NADs. Each high-speed serial trunk can interconnect 32
units and the NAD can be connected to four of these trunks.
Using all of the possible connections, a device can be in-
terconnected to 124 other devices using only one NAD and
four trunks.
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Figure 1—Point-to-point connection—two computer system.

Reliability

The fourth attribute of the LCN is that it has no single
point of control making it inherently more reliable. Control
of the LCN is distributed among all NADs such that each

controls only its own resources. Failure of a single NAD"

thus has minimal affect on the LCN system. The connectiv-
ity provided by LCN permits redundant systems to be easily
configured. In each NAD the controlware performs integrity
checks and handles error recovery. Errors detected on the
trunk are automatically retried by the NAD before the device
is notified. Status tables and error logs are kept in each NAD
for tracking LCN performance.

LCN SERIAL TRUNK HARDWARE

The serial trunk transmission system consists of a 50 meg-
abit data set, power-splitting T-Tap and coaxial cable. The
data set uses a phase modulated carrier system to transmit
data in a synchronous burst mode. High quality coax cable
and connectors are used to minimize possible ground and
EMI/RFI problems. The power-splitting T-Tap is a passive
device that connects the data set to the trunk and provides
substantial signal isolation between the trunk and data set.
The isolation allows units to be powered down and removed
from the system without affecting the integrity of the main
trunk or disrupting the entire LCN system. The data set,
coax cable and T-Tap system provide a 50 megabit/sec trans-
mission rate and allow up to 32 data set attachments per

/ —_ \
COMPUTER / \ COMPUTER
COMPUTER COMPUTER

Figure 2—Point-to-point connection—five computer system.
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Figure 3—Typical LCN system.

serial trunk. A maximum trunk length of 1000 feet is allowed
with 16 attachments; however, longer lengths are possible
with fewer attachments.

NETWORK ACCESS DEVICE

The Network Access Device (NAD) consists of four func-
tional elements. Three elements are common to all NADs
and one element is unique to the device or channel being
interfaced. A block diagram of the NAD is shown in Figure
4.

The NAD internal bus is used for inter-element commu-
nication. Bus usage is allocated equally among three ele-
ments: The trunk interface, the processor, and the device
interface. Time-slice allocation allows each of these three
elements to access the bus, and therefore the memory, at
a guaranteed 50 Mbps rate (16 data bits every 320 nano-
seconds).

NAD trunk interface

The trunk interface element consists of hardware and
micro code that matches the NAD both electrically and log-
ically to the high-speed (50 megabits per second) serial trunk.
The trunk interface function is divided into two pieces; the
Trunk Control Unit (TCU) and Trunk Control Interface
(TCI).

The TCU interfaces the data set to the TCI and adds/de-

‘letes the serial trunk protocol envelope which includes

Cyclic Redundancy Code (CRC) generation and detection.
The TCU also interprets serial trunk message functions and
reacts accordingly, generating response messages to ensure
closure for all valid incoming messages. Contention for serial
trunk access is also provided in the TCU.

Contention for trunk access is resolved by a rotating prior-
ity mechanism?. This mechanism prevents contention and
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Figure 4—NAD block diagram.

guarantees trunk access to all units on the trunk even during
peak loading of message mode traffic by rotating the access
priority between all NADs on a trunk. A special message
transfer mode called streaming is provided for cases when
a high transfer rate is required.

The TCI interfaces up to four TCUs depending on the
number of serial trunks that are connected to the NAD. The
function of the TCI is to control data/message transfers be-
tween the active TCU and NAD memory via the NAD in-
ternal bus. The TCI also resolves all transmit request/receive
message and multiple TCU request conflicts. TCI operations
are directed by the NAD processor via commands stored in
NAD memory.

NAD memory

The NAD memory provides for storage of controlware
programs and data buffers. It also acts to buffer data-rate
differences between the synchronous serial trunk and asyn-
chronous device. The size of the memory depends upon the
attached device and particular system configuration. The
maximum memory configuration is 128K 8-bit bytes.

- NAD processor

The NAD processor is a 16 bit wide interrupt driven pro-
cessor. It is constructed of four bit microprocessor chips

which are microcoded to yield a macro instruction set. The
NAD processor executes controlware residing in the NAD
memory to provide management of the NAD resources,
management of data flow through the NAD which includes
initiation of I/O transfers on both TCU/TCI and device in-
terfaces, and execution of LCN system functions. The serial
RS232C maintenance interface provides a maintenance con-
nection into the NAD.

NAD device interface

The NAD device interface is unique for the particular de-
vice or channel being interfaced. The device interface adapts
the device channel electrical signals to the NAD and pro-
vides data assembly/disassembly to handle different word
sizes. Device interface operations such as transferring data
and commands between an attached device and the NAD
memory are directed by the NAD processor via commands
stored in NAD memory. If the attached device is passive
such as a disk, tape, etc., device control is also provided.
Up to four device channel connections are available on some
device interfaces.

NAD CONTROLWARE

NAD controlware is the set of software that resides in the
NAD memory and is executed by the NAD processor. This
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Figure 5—Controlware block diagram.

controlware implements the four lower level protocols,
(Transport, Network, Data Link, and Physical) defined in
the ISO Open Systems Interconnection Model.> The
higher three levels (Application, Presentation and Session)
are implemented within the attached host computer.

NAD controlware consists of a set of common controlware
modules and a unique device interface module. A block dia-
gram of the controlware is shown in Figure 5.

Common controlware

The common controlware consists of four modules that
provide control of the NAD including management of inter-
nal NAD resources, control of data flow between the device
interface and serial trunk interface, initiation of recovery
procedures for errors, and gathering of statistics. The Trunk
Send module controls the sending of messages and receiving
of responses on the trunk interface which includes setting
up the hardware interface control. The Trunk Receive mod-

ule controls the receiving of messages and sending of re- .

sponses on the trunk interface including setup of the hard-
ware interface control. Flow Control is the module that
interfaces the Trunk Send and Trunk Receive modules to
the Device Interface module controlling all data movement
through the NAD. The Monitor module controls linkage of
controlware modules, handles NAD interrupt state changes
and contains general utility and initialization programs.

Device interface controlware

The unique NAD controlware module is the Device In-
terface. This module controls data flow between the device

channel and the NAD memory. Besides the interface con-
trol, this module also handles the higher level protocol in-
terface. If the device is a computer, the controlware inter-
faces to the computer’s system software. If the device is an
I/0 unit or controller, the Device Interface module also per-
forms the “‘typical’’ I/O driver function. This I/O driver func-
tion involves interpreting the higher level protocol requests
for I/0 activity and converting them to unique sets of func-
tion codes or commands for the I/O device. The 1/O driver
function also includes error recovery on the I/O device.

SUMMARY

The Control Data Loosely Coupled Network system pro-
vides a mechanism to interconnect many devices (computers
and peripherals) using Network Adapter Devices and high
speed (50 megabit per second) serial trunks. The serial trunk
system provides connectability between many devices and
the NAD hardware provides independence from the attached
device characteristics. Control of the LCN system is dis-
tributed among.the NADs, providing independence from a
single point of control (failure). The logical path scheme
provides additional independence from the attached device
software. Concurrent data transfers on multiple logical paths
provide enhanced performance capabilities.
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Derivation and use of a survivability
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INTRODUCTION

With the advent of low cost compact computing systems,
there has been a natural tendency to bring the computer to
the job rather than the job to the computer. The geographical
distribution of computing also leads to a necessity to inter-
connect installations so that they can share data, provide
back up computing support, and permit rapid transfer of
messages between sites. We are now seeing the emergence
(1,2) of networks of computers interconnected by commu-
nication facilities. There are numerous benefits to be achieved
by this dispersal of computing facilities including more re-
liable overall operational capability, better overall service
to geographically separated sites, and the advantages of
being able to utilize a wide range of software and hardware
facilities available through telecommunication systems.

Inherent in a distributed data processing (DDP) system is
to a varying degree some interdependence of each computing
site and the interconnecting communications system. Failure
of a particular DDP network computer site, hereafter re-
ferred to as a node, will have a negative effect on the overall
distributed data processing system. In a similar vein, failure
of communication links will reduce the performance of the
system. A study was initiated to examine these failure modes
and develop criteria to measure the performance of a DDP
system, including its associated data distributions, in terms
of individual equipment failure modes and associated prob-
abilities. The term survivability index is used as a perform-
ance parameter of a DDP system and an objective function
has been defined to provide a measure of survivability in
terms of the nodes and links of a network and their failure
probabilities, data set distributions, and weighting factors
for network nodes and computer programs.

Having derived an objective function to measure DDP
performance, alternative data set distributions and network
architectures can be evaluated. Criteria can be included such
as addition or deletion of communication links, movement
of programs among nodes, duplication of data sets, etc. Con-
straints can be introduced which limit the number and size

* The Research described here was partially supported by the Defense Civil
Preparedness Agency, Washington, D.C. under Contract DCPA0Q1-78-C-0271.
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of files and programs that can be assigned to a node and the
maximization of the objective function will be subject to
these constraints. One of the key concerns in our derivation
of an objective function is its computability. The present
algorithm exhibits exponential growth with the number of
nodes and links. Studies are in process to find more efficient
computational algorithms to quantify the survivability index.

This paper is organized into eight sections. The next three
sections will provide background on communication net-
work survivability, DDP survivability concepts, and a def-
inition of a survivability index S. An objective function is
derived to quantify the DDP survivability index § in the fifth
section, followed by a section presenting an example com-
putation of S for a four node network. The next section de-
scribes the evaluation of § using a computer program for
nine node networks representing seven architectures with
three data distributions. Some comments and conclusions
are presented in the final section.

BACKGROUND: COMMUNICATION NETWORK
ANALYSIS "

The study of communication network survivability (3,4,5)
has been divided into two nearly disjoint areas: deterministic
and probabilistic. This activity was aimed at determining
optimal communication network architectures to better with-
stand either wartime attack or the impact of natural disasters.
Since it serves as a starting point for the research activity
described below for a DDP system, a brief review of the
underlying concepts of these studies is presented here.

Deterministic survivability (3,6,7,8,9) presumes a fixed
communication network architecture. In considering surviv-
ability from wartime attack, it is assumed the adversary has
full knowledge of the network architecture. Survivability is
measured in terms of maximal connected subnetwork com-
ponents surviving after damage is inflicted on the original
communications network. Criteria include the number of
nodes still in communication after removal of nodes and
links. Selection of network architectures which maximize
the connected subnetwork components are the goal of these
studies (3,4,5).

The approach to defining probabilistic survivability of a
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communication network can be further divided into net-
works exhibiting random structure (3,10,11,12,13) or fixed
structure (3,14,15,16,17). For networks with random struc-
ture it is assumed that any two nodes are connected with a
known probability. This probability can be a function of
whether the network is subjected to attack or a natural dis-
aster. Survivability is measured in terms of the probability
of survival of a connected network, i.e., one in which some
specified number of nodes are still in contact. Mathematical
techniques of cut sets and path analysis are used to deter-
mine survivability of a damaged network.

The fixed structure approach assumes a fixed and known
network architecture and assigns a probability of failure to
each node and link. Again these probabilities can be raised
or lowered as a function of being subject to wartime attack
or natural disasters. Survivability is measured in terms of
the probability of criteria such as ‘‘all nodes can commu-
nicate with one another’’ or that a ‘‘percentage of nodes both
survive the attack and remain in contact with the largest
single group (component) of surviving nodes’’ (3).

DISTRIBUTED DATA PROCESSING SYSTEMS

DDP systems can be constructed in a number of ways. A
very simple example occurs when a data processor serves
as a “‘front end”’ for a larger processor and handles input-
output functions. A somewhat more complex example is an
array of interconnected processors (18,19). More complexity
is added when geographically remote processors are inter-
connected by a telecommunications network (1). It will be
this concept of a DDP which is considered in this paper.

Adding data processing and associated data sets at the -

nodes of a telecommunication network to create a DDP sys-
tem greatly complicates the analysis of survivability. If it is
further assumed that not all data sets are co-resident with
the processor executing a program at a node, the quantifi-
cation of DDP survivability becomes even more difficult. It
is this latter implementation of a DDP system which is the
basis for the research reported here.

When an executing program at a node needs access to
another node within the DDP, two failure modes must be
considered. One is that at least one link or node along all
paihs inierconneciing ihe needed daia o the executing pio-
gram have failed thus breaking communication between the
executing program and its required data. The second is that
the node at which the required data is resident has failed.
Either of these failure modes prevents a program at some
node in the DDP from executing. We will refer to this sit-
uation as a DDP system with remote data requirements.

A final failure mode is that the node at which a program
is to execute fails, i.e., the data processor is inoperative.
Any of the three failure mechanisms noted above can cause
a program at a node to be unexecutable. Probabilities for
failure “‘q’’ and being operational ‘‘p’” can be assigned to
each node and telecommunication link. It is assumed here
that these probabilities are independent which is consistent
with the assumptions for survivability analysis for telecom-
munications networks.

DDP SURVIVABILITY CRITERIA

A simple quantitative measure of the survivability of a
DDP is the number of programs that remain operational after
some combination of nodes or links have failed. For a given
network architecture there are a large number of subarchi-
tectures that occur because of failures of nodes and links.
Each of these subarchitectures has a probability of occurring
and for each the number of operational programs can be
determined based upon the data set requirements for pro-
grams executing at operable nodes and the data set distri-
bution across nodes. A survivability criterion can be gen-
erated by taking the expectation of the number of programs
operable for each subarchitecture leading to a summation of
the proportion of programs operable for a subarchitecture
times the probability of its occurrence. This criterion is des-
ignated as S and provides a quantitative measure of DDP
survivability as a function of initial network architecture, a
given data set distribution, and the data set requirements for
each program at each node. A brief mathematical derivation
of S is presented in the next section. An example of the use
of this criterion for a simple four node network is described
in the following section.

The mathematical approach to quantifying DDP surviva-
bility is computationally costly. For a DDP with N nodes
and L links, 2V*L possibilities exist for subarchitectures. The
requirement to access data at remote nodes greatly reduces
the number of cases that must be considered but computa-
tionally we are quite limited as to the size of a DDP system
that can be analyzed. At present we can handle DDP systems
with nine nodes and from 10 to 12 links. Better mathematical
approaches are being developed, but haven’t been imple-
mented in a computer program which calculates S for a given
DDP and data distribution.

Other factors that can be introduced, which will impact S,
are the assignment of weights to programs and nodes, and
the introduction of constraints on the data set distribution.
Weighting factors are introduced to indicate the relative im-
portance to the function of a DDP system of individual pro-
grams or nodes. These weights would have to be assigned
by the DDP designers and provision is made for incorpo-
rating these weights in the computer program which com-
putes S.

The data set distribution constraints would again be design
decisions and represent situations where only so many data
sets could be resident at a node, or due to update frequen-
cies, it would not be feasible to make duplicate copies of a
data set which is generated at a particular node. In the DDP
survivability analysis for various network architectures de-

. scribed below, both program and node weighting factors are

held constant and equal while data set constraints are not
considered.

SURVIVABILITY INDEX COMPUTATION
ALGORITHM

An enumerative technique has been selected to evaluate
the survivability index S for a given DDP system architecture
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and data set distribution. The algorithm executes in four
phases. The first phase determines the connected compo-
nents, i.e., subarchitectures of the DDP network. The com-
putation in this step is exponential in determining execution
time and constitutes the limiting factor on DDP networks
that can be analyzed for survivability. The second phase
introduces the data set distribution and a further selection
is made of those subarchitectures for which programs can
execute, i.e., have access to the required data sets. A node
is considered as surviving if at least one program executes
at this node. The third phase assigns weighting factors to
programs and nodes, while in the last phase the survivability
index is computed by a procedure to be described below.

Given a DDP network consisting of N nodes and L links,
define stochastic variables E; for every link (i,j) and E; for
every node i. These variables assume the values {0,1}. The
value one indicates that the component is operational, while
the value zero indicates it is nonoperational. The distribution
of E; and E; is:

PE;=1)=p;

PE;=0=1-p;=q;
and

PE=D=p;

P(E;=0)=1-p;=g;

Assume that a DDP network consists of N nodes and L
links. With N + L binary stochastic variables, 2V** elemen-
tary events have to be considered. Each event corresponds
to a subgraph, i.e., subarchitecture, of the graph correspond-
ing to the network architecture. Each event’s probability,
since it is assumed all variables are independent, is the prod-
uct of probabilities of the corresponding node and link prob-
abilities. For event j, assume a combination of programs
survives at each node. Let a/j) represent the combination
of programs surviving at node i for event j and let b(j) rep-
resent the combination of nodes that survive for this event.
Because of the dependence of survivability on the combi-
nation of programs and nodes surviving, the survivability is
defined for event j and then expanded to find the total sur-
“vivability for the whole network. For event j, the surviva-
bility index would be the weighted sum of the survivability
of nodes as follows:

N
Sj':“ Z W,‘b(i)S,'j (1)
i=1

where S/ is the survivability of node i for event j and W;29
is the weight of node i for combinations of surviving nodes
b that depends on event (subgraph) number j. S/, the sur-
vivability index of node i for event j, is the sum of the weights
of the surviving programs at node i, as follows:

S/= 2 Wy, @
k=1

where m; represents the number of programs at node i,
W, 149 is the weightvof program k located at node i for com-

bination of surviving programs a, that depends on event num-
berj. By substituting for S/ from (2) into (1) we would have:

N mi
§= 2 W 3 Wi 3
i=1 k=1
The total survivability is by definition
IN+L
S= Y P@A)S
i=1
where A; represents the event j and P(A;) represents the
probability that A; happens. The example showing the cal-
culation of S in the next section will further clarify the details
of the algorithm for computing the DDP system survivability.

COMPUTATION OF §

An example of the computation of survivability index §
for a simple DDP system is presented in this section. The
DDP network shown in Figure 1 consists of 4 nodes and 4
links. Assignment of files and programs to nodes is as shown.
FA denotes the files available while FN denotes the files
needed to execute the programs at a node. PM designates
the programs to be executed at a node. For example, at node
2 we have two programs, X, and X,,. Files 2 and 4 are

FA: FiLE AvalLasie
FN: Fiie Neeoep

B
Pi: Procram Nope #2
' _ FAL 357 __
Pt X %0 ]
/ .
/| s s
B/ sl
£y / Es
Noe #1 Nope #3
L_FA: 1,2 B3 FA: 4,6,7
Pt Xk PM:Xz 1X5 9.X3 3
A $ L23t i: S5 1= {15.4}
33’2= {6;2}
7123 Sz = {713}
E
: By
1 | Nooe #4__ Esy
FA: 5,34 //
LI I

A: 5y, 1=(L,2,6.7)

Figure 1—Four node DDP.
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Survivability and comment

0 None of the programs survive

O O O O O O O

1/4(1/2+41/2)(.9)3(.1)% %,& X,Survive
o
0

<1/u(1/2+1/2)+1/§é1/3+1/3+1/3)+1/u)(.9§01)
(1/4+1/74841/78)(. 9% (.1)2

3/8(.9)(.1)2
0

3/1(.9)°(.1)2
1/0(1/2+1/72) (.9) (. 1)3

0 Ignore the case Eu7 0
/4 (.9)3(.1)2

0
(1/4(1/2+1/2)+#1/4(1/2+41/2))(.9)°(.1)
1/4(1/72+1/2) (.9) (.1)?
a9 .12

0
(1/4+1/78+1/8) (.9)° (. 1)}
1éu(.9)“(.1)2

N

.98
.9t
971
(3/8)(.9)%(.1)2
(.9)7(.1)
(1/74+1/74)(.9)
14(.98(.1)2
178(.9)%(.1)3
320097 .nt
3/u0.9)%(.1)2
3/4(.9)5(.1)2
1/4(1/3)(.9)°(.1)3
3/4(.9)%(.1)2
1/75(.9)%(.1)3

0

There are 42

cases out of

S

= 7658

256 (28=256).

Figure 2—Example of computation of S.
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required to execute program X,, and are designated as
So.=12,4].

If a program is executable at a node, then that node ex-
hibits some degree of survival. In the DDP system shown
in Figure 1, no program can execute at a node without access
to a file resident at some other node. Thus for program X, ;
to execute at node 2, it must have access to file number 4
at node 3 or 4. This implies that data link E;, and node 1 be
operational. In addition, either data link E,; and node 3 or
data link E,, and node 4 must be operational. As can be seen,
the same conditions exist for program X, , to be executable
at node 2. ;

For the particular DDP shown in Figure 1 there are 256
different configurations ranging from everything having
failed (all nodes and links) to everything being operational.
For many of the possible configurations of operable nodes
and links no program can execute at any node. The first
phase of our computational algorithm selects all operable
network subarchitectures for which it is possible for one or
more programs to operate at a node. For Figure 1 there are
42 such configurations as shown in Figure 2 which illustrate
the computational steps for S. When availability of data sets
are included as a selection criteria, then only 26 of the 42
operable subarchitectures have nodes with an executable
program. The probability of occurrence of each of the 26
subarchitectures times their weighting functions is shown on
the right side of Figure 2. Survivability index § is the sum-
mation of these terms.

For purpose of illustration of this computation, the prob-
ability of survival for a node or link was set at the repre-
sentative values at 0.9, and for failure at 0.1. All nodes and
programs were assumed to be of equal weight. Since the sum
of the weights of all nodes must equal one, the weight for
each of the four nodes is 4 . Likewise, since the sum of the
weights of the programs at each node must equal one, the
program weights W, are: 3 at node 1, i.e., 2 programs res-
ident at this node; 4 at node 2; 4 at node 3; and 1 at node
4. Using the definition of survivability S as noted above, we
get §=0.7658 for the DDP system shown in Figure 1.

DDP NETWORK SURVIVABILITY COMPARISON

A computer program has been generated which computes
S for a given DDP network, and program and data set dis-
tribution. The use of this program is restricted to DDP sys-
tems where the sum N+ L is less than 20. For DDP of this
complexity the running time of this program on an IBM 370/
148 is several minutes. The addition of a node or link in-
creases the running time by factors approaching two. No
attempt has been made at this time to improve the efficiency
of the program to enable computation of § for larger DDP
networks. As noted above, other mathematical algorithms
to reduce computation time and significantly increase the
size of a DDP system for which the survivability index can
be computed are being developed as part of an ongoing re-
search program.

Seven DDP network geometries were investigated as
shown in Figure 3. Some familiar DDP architectures which

have been evaluated for survivability include the ring (3f),
star (3e), grid (3a), and linear Z (3b). A single program is
assumed resident at each node and a set of data files required
to run each program is specified. Three distributions of data
files were specified. Two were selected at random while the
third was chosen to minimize the distance in terms of links
between a program and the data files required to execute the
program. Table I shows the three data-file node assignments
and indicates for each node what data must be fetched from
a remote node. .

The corresponding value of survivability index § for each
of the test cases (21 in all) were computed. Table II contains
a tabulation of values of § for each test case.

As was expected, the data file assignment can have a large
impact on DDP system survivability, thus demonstrating the
importance of this factor in the design of distributed com-
puter networks. Individual DDP architectures varied widely
in terms of survivability when the data set distribution was
changed. As would be expected, architectures with the most
links, i.e., Figure 3a—grid, had better survivability. Also as
was expected, the star architecture has high survivability
because the distance between a program and its data set
never exceeds two links. The various ring architectures rank
moderately high on survivability. The string architectures,
i.e., linear Z and swastika, have fewer links (8) and corre-
spondingly lower survivability. This reflects the greater dis-
tance that can occur between data sets and programs and
the lack of parallel or redundant communication paths be-
tween nodes. '

CONCLUSIONS

The research directed toward deriving a survivability cri-
teria in this paper for computer networks is still in a very
preliminary stage. A survivability index S has been defined
which measures survival in terms of the number of programs
which remain executable in the DDP after some nodes or

7 8 9

Figure 3a—Grid
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Figure 3b—Linear Z Figure 3e—Star

Figure 3c—Ring w/tail Figure 3f—Ring
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TABLE I.—Data file distribution

Distribution 1 Distribution 2 Distribution 3

Resident Needed Needed Needed

Node Program Files Resident Non-Resident| Resident Non-Resident{ Resident Non-Resident

Number Number Needed - Files Files Files Files Files Files
1 1 1,3,8 1 3,8 3 1,8 1,3 8
2 2 1,4,6 4 1,6 7 1,4,6 6 1,4
3 3 2,3;7 2,7 3 2,5 3,7 7 2,3
4 4 1,4,6 1,6 4 1,4,6 - 1 4,6
5 5 5,7,8 1,5 7,8 1,8 5,7 4,8 5,7
6 6 2,3,5 3 2,5 6,7 2,3,5 2,5 3
7 7 4,5,8 5,8 4 5 4,8 5 4,8
8 8 2,3,6 2,6 3 1 2,3,6 2,6 3
9 9 1,7,8 7 1,8 2 1,7,8 1,7 8

links become inoperative. The inclusion of data distribution
in the formulation of § is the main area of departure of this
research from previous work on network survivability. The
importance of including the data distribution within a DDP
in enumerating survivability is demonstrated in the numer-
ical results presented in the previous section.

The main purpose of this preliminary activity in deriving
a DDP survivability criteria was to establish the validity of
the index §. Future plans call for deriving better mathe-
matical representations and improving the computational

©

algorithms for S. Assuming the availability of better repre-
sentations for DDP survivability, it becomes possible to
evaluate DDP architectures, data distributions, and to de-
velop algorithms to achieve optimal DDP survivability in
terms of these parameters. ;

The authors want to take this opportunity to express our
appreciation for the generous support of this research activ-
ity by Mr. Clifford McLain, and Dean Ray, Defense Civil
Preparedness Agency; Center for Academic and Administra-
tive Computing; and helpful suggestions by Professor T.

TABLE II.—Value of survivability index § for various network structures
and file distributions

DDP Architure ~ Survivability Index S

Structure Distribution ‘Distribution Distribution
Figure Name 1 : 2 ' 3
3a Grid 0.748 0,752 0,753
3b Linear Z 0.393 0.520 0.557
3c Ring with Tail 0.634 0.603 0.567
3d Swastika 0.522 0.562 0.576
3e Star 0.608 0.659 0.690
3f Ring 0.611 0.625 0.611
3g Ring with 3 0.620 0.674 0.657
Tails
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Lee, and other members of the Electrical Engineering and
Computer Science Faculty at The George Washington Uni-
versity.
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INTRODUCTION

Conventional functionally centralized systems have several
problems such as cost-performance ratio, reliability, avail-
ability, system software productivity, and expandability, for
changing the system size and service grade in time sharing
systems (TSS).

The functionally decentralized systems, on the other hand,

can resolve these problems and recent advances in LSI tech-_
nology and microprogramming technology enable us to re--

alize such systems. The Poly-processor system (PPS), whose
operating system is discussed in this paper, is a computer
complex consisting of many small, tightly coupled, func-
tionally dedicated processors. The research version of PPS
(PPS-R) has been developed, and now its operating system
aiming at TSS services is under development.

Computer complexes such as C.mmp', TIP?, MCS? and
TANDEM 16* have been developed, all of which are ho-
mogeneous multiprocessor systems and have special pur-
poses.

It is a hard but very important problem to decompose the
conventional TSS OS functions and to execute simultane-
ously each decomposed OS function in order to obtain high
cost-performance ratio, system expandability, software pro-
ductivity, reliability and availability. Few such systems have
been realized so far. \

The Hyper Operating System Complex for Poly-processor
(HOPE-R) is an experimental OS complex whose objective
is to resolve the problems mentioned above. HOPE-R is
defined as a set of several subOS’s which are organized to
co-operate to offer TSS services.

This paper introduces the structure and characteristics of
PPS-R and HOPE-R, and then discusses the kernel mech-
anisms of HOPE-R which is the basic frame for realizing
HOPE-R service policy and experimental environment. The
kernel mechanisms consist of a common kernel mechanism
which is required of all subOS’s commonly, and specific
subOS mechanism which is required of each subOS partic-
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ularly, such as I/O control, user-task control, and job-mem-
ory control.

POLY-PROCESSOR SYSTEM

The experimental Poly-processor System (PPS-R) is a
computer complex consisting of many small, tightly coupled,
functionally dedicated processors, which has been devel-
oped for TSS services.® PPS-R consists of a processor sub-
system, a memory subsystem and a connection subsystem,
as shown in Figure 1. The PPS-R hardware configuration
and system characteristics are briefly described in the fol-
lowing.

Processor subsystem

The processor subsystem is composed of six functionally
dedicated processor classes, in order to increase the system
throughput, to shorten the response time and to improve
system reliability. The set of functions for each processor
class, shown in Table I, is determined corresponding to the
partitioning of conventional operating system (OS) func-
tions. Each processor class has one processor.

Memory subsystem

The memory subsystem consists of six memory classes,
shown in Table II, which are categorized according to the
behavior and characteristics of stored information, in order
to provide the function changeability of each processor.¢

Connection subsystem

The subsystem interconnecting individual hardware com-
ponents is divided into two classes, InterProcessor Connec-
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Figure 1—PPS-R organization.

tion (IPC) class and the Job-Memory Switch matriX (JMSX)
class. IPC comprises the buses with the controllers (IPU’s)
which connect processors to each other. The buses con-
tained in this class can transmit information between pro-
cessors independently at high speed. The JMSX represents
the switch matrices which connect each Job MEMory
{(JMEM) wiih some processois. -

STRUCTURE OF HOPE-R

HOPE-R functions are classified both horizontally and
vertically as shown in Table III.

The six subOS functions are defined according to the fol-
lowing three rules, which are also reflected in each processor
function.

V1: The class on which user programs riun must be distinct
from the classes on which the EXEC runs.

V2: The components which have external interaction will
be classified into separate classes, depending on the
interface processing functions.

V3: The optional system functions such as the swapping
function, which could be selected optionally when the -
system is installed, must be divided into different .
classes.

Each subOS function is also classified hierarchically ac-
cording to the following rules.

H1: Service dependent functions must be separated from
service independent functions.

H2: Functions which hide hardware peculiarity must be
separated from other functions.

H3: SubOS common functions must be separated from
subOS peculiar functions.

In the remainder of this paper, are described HOPE-R spe-
cific kernel mechanisms, especially process control, inter-
subOS communication control and processor memory
(PMEM) control, which are common kernel mechanisms,
the task control mechanism peculiar to the Job Processing
Unit OS (JPU-0S), and the JMEM management mechanism
peculiar to the Roll in/out Processing Unit OS (RPU-0S).
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TABLE I.—Processor Subsystem

Class Functions
JPU executes application programs activated
by the user.

EXEC classes perform EXEC functions.

LPU perfoms network control and cmmunication
control functions.

FPU executes 1/0 operations, file access
control and file management.

SPU performs system resource scheduling.

RPU executes swapping operations and virtual
space management.

MPU performs system maintenance and system
reconfiguration management.

PROCESS CONTROL MECHANISM

In the conventional OS the execution of a program can
be categorized to non-task, system task, and user task. In
HOPE-R, only JPU executes user tasks, and EXEC pro-
cessors execute messages delivered from other processors
(mainly JPU). Considering these execution characteristics,
the user task is distinguished from others, and only the user
task is defined as task, while the system task and non-task
are defined as chore. The characteristic differences between
the task and the chore are shown in Table IV. Though mul-
tiprocessing of tasks is under the control of JPU-OS, its

TABLE II.—Memory Subsystem

Class Functions

Basic control
memory (BCM)

stores microprograms to perform
basic functions common to all
Processors.

stores microprograms to characterize
proper hardware functions for each
processor.

Firmware control
memory (FCM)

stores control information and
programs to characterize proper
software functions for each processor.

Processor memory
(PMEM)

stores user's programs and utility
programs.

Job memory (JMEM)

stores nonresident portions of the
EXEC and backup information.

EXEC swapping
memory (ESWAP)

stores programs and user task data
rolled out of JMEM.

Job swapping
memory (JSWAP)

memory allocation and scheduling of the task creation are
controlled by other subOS’s, and a terminal I/O or a file
I/O can be executed concurrently with user programs.

OS supervisor routines are initiated by SuperVisor routine
Call (SVC). Some of the supervisor routines are placed in
other processor classes; therefore their SVC’s, which is
named External Supervisor routine Call (ESC), are informed
to each processor class through message communication,
whose mechanism is described in the next section.

Considering that the chore processing which corresponds
to the instantiation of a supervisor routine is relatively small
and fixed, its multiprocessing control mechanism is designed

TABLE III.—HOPE-R Configuration

OS level PU class| JPU OS LPU OS FPU OS MPU OS RPU OS SPU OS
Service Policy Command Terminal control Catalog System Roll in/out Job schedule
level execution management reconfiguration | schedule
Command schedule
File management Library
management Load control
SubOS Mechanism | Task dispatch Line buffer Acess control Diagnosis JMEM control Task generation

level control

Object program

control Task termination

Common Mechanism| SVC control

Interrupt handling Event schedule

Chore control Load observation IPC control

level

PMEM management Queueing/dequeueing
Hardware Line control 1/0 control Diagnosis Channel, 1/0
Virtualizer level instruction schedule

Retrial
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TABLE IV.—Characteristics of Task and Chore

Task Chore
Processing Command Message
object from terminal users from other processors
Program User program, Exec program

utility program
Memory Job memory Processor memory
Execution Full of variety

Restricted and fixed

ZPU occupation In danger of parmanent Sure not to occupy
occupation

[
so as to reduce the control overhead. Another important
design point is to organize the software support for emer-
gency communication facility and changing the subOS func-
tions when load imbalance between processors or processor
failure occurred.

Task control mechanism

The HOPE-R task executes user commands as shown in
Figure 2. Characteristic features of the HOPE-R task pro-
cessing are: (a) The user program runs on JPU, which de-
livers various demands to other (EXEC) processors through
ESC’s, (b) RPU manages task areas, independent of the JPU
execution, (¢c) SPU schedules user commands to decide the
order of task execution and memory allocation.

(1) Task states and state transition

Task states are defined as shown in Figure 3 according to
the following rules;

T1: In what type of storage the task is placed.
T2: Whether the task requires JPU or not.
T3: What type of I/O the task is executing, or it has done.

The state transition is shown in Figure 4. Schedule Pro-
cessing Unit (SPU) status, JPU status, and RPU status are
controlled by SPU-OS, JPU-0OS, and RPU-OS respectively.
The RPU status is considered as an External state in JPU-
OS and the JPU status is an External state in RPU-OS.

(2) Task dispatching
According to the task characteristics described in Table

IV, task dispatching has the following features compared
with chore dispatching: (a) the task execution is pre-empted

at the end of the time slice; (b) user-exit routines for task -

interrupts can be set by the user; (¢) JPU supervisor routines

manage the task creation, task deletion, return from External
state and interruption, etc.

(3) Job memory management

RPU-OS manages and allocates JMEM space to the three
types of areas: (a) procedure area of user program, (b) data
area of user program, (c) task control information area.

RPU-OS manages five states, four of which are defined
by rule T1, that is, the states in which the task is placed
outside JMEM, and the other is terminal I/O wait state in
which the task may be rolled out from JMEM. In PPS-R
processors, as base-registers are used for program reloca-
tion, instead of paging mechanism, memory space must be
allocated in contiguous area. The memory fragmentation
problem which occurs in this case, however, can be re-
solved, because the fragmented areas can be compactified

- by the RPU-OS specific chore which is independent of JPU-

OS task control.

Chore control mechanism

In subOS, ESC Messages (ECM’s) from other subOS are
multiprocessed in order to utilize resources efficiently. The
ECM processing control and the chore control flow are
shown in Figure 5.

(1) Chore control

Chore characteristics in Table IV and software simulation®
show that the chore execution is small scale and pre-defined
fixed type. Considering this fact, chore states are designed
as shown in Figure 6.

The chore scheduling is designed so as to reduce the chore
control overhead and to obtain subOS independency. The
scheduling strategy is as follows: (a) a chore is suspended
only when it waits for ECM’s or I/O completion, i.e. no time
slicing; (b) chores in the ready state should be dispatched
before the new chores are created. Then the newly created
chore is executed immediately; (c) the emergency ECM
should be scheduled at the highest priority.

FONM’c and varinnc intarrintinne which ara callad avantco
cava S anl YariOus mCiTupulils, Wiiilinl div Cauvl CVYOI,

are taken up in two methods, look-in method and interrupt
method, in order to realize subOS independent chore sched-
uling and efficient multiprocessing, and to enable the emer-
gency ECM to interrupt the normal chore execution. The
result event acceptance rule is shown in Table V.

Also considering the regularity and smallness of the chore
processing, chores are designed to wait for only one event,
in order to simplify the chore control mechanism.

(2) Processor memory management

PMEM space of each processor is allocated for chores.
The subOS memory manager allocates and deallocates
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Figure 2—A diagram showing the command processing flow.
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Task
rule T2 Grasping JPU =--w=mmememcc e e e > RUNNING
on JMEM Requiring JPU ======-smmm oo e e e e > READY
Waiting for internal events ~---=-~c-meov-- > EVENT WAIT
Giving-up JPU Interacting with peripherals --------=----- > FILE I/0 WAIT
rule T3 Interacting with terminals ---------------- > TERMINAL I/0 WAIT
From JMEM to JSWAP —----mmmm e e e > ROLL OUT TRANSIENT
From JSWAP to JMEM ==--sommm oo e o m e e e » ROLL IN TRANSIENT
\ ; Interacting with peripherals or terminals -» BLOCKED
on JSWAP ’< \
Having completed interactions ----~===--=--- > PENDING

Figure 3—Definition of task states.

PMEM areas to each chore dynamically when they are cre-
ated and deleted. The chore processing requires fixed sized
memory space which is used for chore control blocks, and
variable sized memory space which is used for message data
and I/O data blocks. Fixed sized memory space is acquired
as a block of 16 words, and variable sized memory space is
acquired as a block of 2"(n=2,3,...,11) words.

(3) Function changing control

Function changing facilities are inevitable in the function-
ally distributed system, in order to resolve the load-imbal-

JPU Status
—_—

l
waiting for
deletlon file I/0 event
e————————’ > rile 1/0)
wait
waitiRg for

. processor tigle interdal
allocatxon slfced event

SPU_status L.
waitig for

cceptance

creatio
Birt!
1r hH Ready &

e
roll-1i -
-
, rol}l-in —
-~ - terpination __ — —

- Terminal 1/0

rofl-out
inAtiation

Roll-ou!

ransient

rofl-out
‘termination

roll-out
initiation

roll-i
requiremgnt

Blocked

Figure 4—Task state transition diagram.

RPU Status

ance and processor failure. PPS-R hardware has this function
changing mechanism as described before. The HOPE-R
subOS controls several logical classes of processors. Each

- subOS manages the chore of all classes one at a time,

and the processor class switching is done by dispatching
chores selectively in a specific class in order to execute as
proxy for the heavy-loaded or failed processor, when an
emergency message interruption has occurred.

INTER-SUBOS COMMUNICATION

Message data such as ESC’s, which are small size but have
a high frequency transfer rate, are transmitted by the inter-
processor communication system (IPC) of PPS-R®. Consid-
ering the hardware facilities of data transmission, the inter-
subOS communication mechanism is designed to realize the
following: (a) the OS programming should be made easy,
especially it should be enabled to call all subOS functions
without notices to the Poly-processor structures in order that
the kernel mechanisms should be free from the change of
OS policies or services; (b) errors should be detected at the
caller side in order to prevent errors from spreading and
avoid unessential communications; (c) it should be enabled
to obtain high concurrency between processor classes and
to reduce the interprocessor communication overhead, in
order to draw out the effect of function distribution.

SVC mechanism

Due to the function distribution, some of the SVC’s, i.e.
ESC’s, cause inter-subOS communications.

The HOPE-R SVC mechanism facilitates system program-
mers to set up kernel or policy routines only by an SVC
name without worrying about on which processor such an
SVC routine runs. ,

Though HOPE-R offers two types of ESC linkage, Call/
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~ Figure 5—A diagram showing the chore processing flow.

Return type and Transfer type, the Transfer type is preferred ESC control mechanism
from the viewpoint of reducing the communication over-
head. For example, Figure 7 shows that the Transfer type
linkage takes only five steps in a command requirement pro-

cessing, while the Call/Return type takes eight steps.

ESC control mechanism consists of a call control mech-
anism, an SVC body execution and a return control mech-
anism.

normal ECM TABLE V.—Event Acceptance Rule

acceptance

Conditions of Acceptance Priority Processing on

Event class acceptance method acceptance

Emergency ECM Event Interrupt 1 Emergency chore

waikxin g for occurence creation

Normal ECM No "ready" Look~-in 5 Normal chore
chore and no creation
ERM

ERM (ESC No "ready" Look-in 4

return chore

occurrence message )
Message of Event Interrupt 2 Sending messages
emerge 1/0 completion occurrence to chores
EC .
ddletion . . .
Timer Dispatching Look-in 3
Chore created Event 2

Figure 6—Chore state transition diagram.

message occurrence
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Figure 7—Two types of ESC linkage in command processfng.

The call controller translates SVC name and parameters
to a message (ECM) form referring to the SVC table in which
the translation information is written, and then sends the
message to the destination subOS. In this process, data er-
rors are checked out. When the destination subOS receives
the message, it sets up an execution environment of the ESC
from ECM information, then calls the SVC routine. In the
case of Call/Return type, on returning from the SVC, the
return controller translates the return parameters to a return
message and sends the message to the caller subOS. The
caller subOS, when he receives the return message, recon-
structs the return parameters and returns them to the caller
routines. In the case of Transfer type, the return controller
does nothing but the SVC body delivers an ESC with return
parameters toward the other subOS.

Inter-subOS communication protocol

The protocol hierarchy is set as shown in Table VI, con-
sidering the correspondence to the HOPE-R function hier-
archy.

High Level (HL) protocol transmits an ESC message,
using Message PUT (MPUT) and Message GET (MGET)
primitives. MPUT divides the message to several blocks and
passes them to Remote WRITE (RWITE) primitive of Low
Level (LL) protocol. MGET reconstructs a message from .
blocked data passed by Remote READ (RREAD) primitive
of LL protocol. LL protocol transmits blocked data up to
32 words, which is called Sending Control Words (SCW).
SCW includes control information which is used to set up
the communication link. Basic Level (BL) protocol is the
PPS-R hardware interface.

The protocol processing flow is summarized in Figure 8.

Emergency communication

Anomalies in execution are informed by emergency com-
munication (EC). Emergency messages are transmitted by
EC primitives which are shown in Table VII. EC primitives
are privileged to use IPC, and the emergency message in-
terrupts the destination processor.

Service Policy = HL Protocol SubOS Mechanism LL Protocol Hardware BL Protocol Hardware
and Virtualizer
Common Mechanism
0 ~ s ’
----------- MPUT --m===- 00O =----=~ RWRITE ~------cecmrmmr e cemme
/Sending mes \
’ Sending message queue \
\ \
' Message decomposition ! N
| | . IPC
| P
----------- MGET -------= ‘0 O O —————— RREAD m—————— e ———
| “Received meéssage queue ’Cychc FIFO buffer
. |
I Message composition ' "
<—— Message > Block Word

Figure 8—A diagram showing the inter-subOS communication flow.



A Kernel Mechanism for the Poly-processor System-R

155

Design
objectives

Performance Z
Reliability <

Expandability

DISCUSSION

HOPE-R kernel mechanism makes an offer the experi-

OS productivity :

Characteristic

design factor in PPS

OS design policy
in kernel mechanism

Concurrency

Processor specializ

*Load imbalance

* L
Communication
overhead

Multiprocessor organizatio

Maintenance
processor (MPU)

Processor
specialization

Physical separation
of software module

High modularity

realization secured

ation :

SubOS sycronization
Pipelining
Firmware OS

Sophisticated
scheduling

Function changing
Reducing the
communication
frequency
Reducing the
communication
overhead (time)
Mutual checking

System
re-construction

by high perforn)xance

Necessity for
OS-complex

*
Increase in the size
of program due to

separation

Figure 9—Design objectives and kernel mechanisms.
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SubOS function linkage control

Microprogrammed routine
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Chore scheduling
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search objectives to PPS-R and HOPE-R kernel mechanism
features are shown in Figure 9. Among the issues, the im-

mental environment to realize TSS service policies on Poly-

processor system. The reflections of Poly-processor re-

TABLE VI.—Inter -subOS Communication Protocol

portant problems are discussed in the following.

(1) The chore concept, which is newly introduced to the

TABLE VII.—Emergency Communication Primitives

. . : s Item Contents

Hierarchies Function Primitives

Emergency state Declaring an emergency state and requiring to
Protocol level OS level occurrence suppress any communications on the bus at once

( via broadcast line )
High level Commor§ Message transfer MPUT Emergency interrupt Interrupting normal processors to make their state
mechanism MGET emergency

Emergency saving Transferring information, stored in the faulty

Low level }\jiar‘[;?.l:‘]:lri.:er ?lg?é{clzrla:nsgl‘}f}: is gggﬁf processor's PMEM, to a normal processor

variable up to

32 words )

Emergency processor
down

Basic level

Word transfer

( 1 word = 16 bits )

Informing normal processors that the faulty
processor has fallen into logical down state

Emergency state
termination

Removing the bus use suppression
( via broadcast line )
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processing of message in HOPE-R, unites a logical
processing frame and an actual control frame and
makes it easy for a programmer to design SVC rou-

" tines. From the efficiency point of view, chore control
mechanisms such as creation, deletion, synchroniza-
tion, are much simpler than the general TSS process
control mechansism such-as in MULTICS.

(2) HOPE-R kernel has two types of inter-subOS function
control linkage, Call/Return type and Transfer type.
Among the two, the latter is considered the necessary
method in the functionally distributed multiprocessor
system. The merit of this method is to shorten the
number of communications i